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Abstract. Understanding the moral consideration of AIs as moral patients is increasingly critical given their rapid integration into daily life and the projected proliferation of advanced AIs. We present the results from a preregistered online survey with 300 U.S. Americans on the psychological predictors of the moral consideration of AIs to develop psychological theory surrounding this phenomenon. We tested an array of psychological predictors inspired by the literature on human-human and human-animal relations: perspective (future orientation, construal level), relational (social dominance orientation, sci-fi fan identity), expansive (human-centric norms, anthropomorphism, global citizenship, openness to experience, techno-animism), technological (affinity for technology, substratism, human-AI overlap, realistic threat, identity threat), and affective (emotions felt towards AIs). The strongest predictors were substratism, sci-fi fan identity, techno-animism, and positive emotions. We also identified three conceptual dimensions of moral consideration with an exploratory factor analysis of eight moral consideration indices drawn from prior literature: mind perception, psychological expansion, and practical consideration. Additionally, the temporal existence of AIs impacted moral consideration: AIs existing in the future were attributed more emotional capacity and more value as feeling entities than were current AIs. These results illustrate nuances in the moral consideration of AIs and lay the foundation for future research.
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1 Introduction

Artificial intelligences, defined as entities such as robots that make their own decisions, think, and act in human-like or rational ways (S. J. Russell & Norvig, 1995; henceforth “AIs”) are used in a wide range of applications, including household maintenance, autonomous vehicles, human companionship, personal assistance, entertainment, fact-checking, population surveillance, misinformation detection, and immersive virtual reality. Researchers have predicted that AIs will radically change human existence over the next century (Bostrom, 1998; Gordon, 2020; Matthews et al., 2021; Rahwan et al., 2019; S. Russell, 2019; C. S. Smith, 2021; Talty, 2018; Tegmark, 2017). Data from Stanford’s AI Index Report (D. Zhang et al., 2022), the Pew Research Center’s studies of AI trends (Anderson et al., 2018; Anderson & Rainie, 2022), and Our World in Data’s technology trends (Ritchie & Roser, 2017) echo these predictions. Many researchers are preparing for the needs of various stakeholders in transition to an “Industry 4.0” world with diverse AI support systems (e.g., Contreras-Masse et al., 2020; Ema et al., 2016). Some societies are actively preparing for the social, industrial, and structural integration of AIs in their futures. China’s New Generation Artificial Intelligence Development Plan promotes an AI revolution (B. Li et al., 2018; Wu et al., 2020). Japan’s Society 5.0 envisions human-AI integration and harmonization (Berberich et al., 2020; Fujii et al., 2018; Nagahara, 2019). These perspectives acknowledge the need to prepare for an AI-integrated future in which people from various generations and with various cultural and social experiences interact routinely with AIs.

Much research has endeavored to understand and improve human–robot interactions (HRI) and human–computer interactions (HCI), often focusing on the interpersonal interactions between humans and AIs (e.g., Abubshait & Wiese, 2017; Admoni & Scassellati, 2017; Belpaeme et al., 2018; Leichtmann & Nitsch, 2020; Nomura et al., 2008; Ren & Bao, 2020). Other research has focused on humans’ reactions to AIs, machine behavior, and the moral influence of AIs on humans (e.g., Appel et al., 2020; Köbis et al., 2021; Köbis & Mossink, 2021; Laakasuo et al., 2021; Naneva et al., 2020; Rahwan et al., 2019; Renier et al., 2021; Shank & DeSanti, 2018). The Computers As Social Actors (CASA) paradigm established that humans use similar social principles to interact with machines and humans (Nass et al., 1994; Reeves & Nass, 1996). These social affordances for machines develop with repeated exposure over time (Gambino et al., 2020). Research extending from CASA has suggested that humans interact with AIs using the same principles as in human intergroup interactions (E. R. Smith et al., 2020, 2021; Vanman & Kappas, 2019). E. R. Smith et al. (2020) found that, like in human intergroup relations, positive emotions predicted a greater willingness to interact with robots. We expect similar social psychological principles from human–human interactions to apply to human-AI interactions.

Despite AI integration into human society and this groundbreaking HRI and HCI research, we have little understanding of how humans include AIs in the moral circle (Harris & Anthis, 2021). The moral circle refers to the boundary around moral patients—entities who receive moral consideration (Anthis & Paez, 2021; Crimston et al., 2018; Opotow, 1990). People typically see moral patients as those entities who can experience the world (K. Gray & Wegner, 2009, 2012a). Sentience—the capacity to have positive and negative experiences (Broom, 2020; Harris & Anthis, 2021)—has been proposed as a precondition for inclusion in the moral circle (Anthis & Paez, 2021; Crimston et al., 2016).

Moral circle exclusion and sentience denial can have significant consequences, including harm and the oppression of humans and nonhuman animals (henceforth, “animals”; Caviola et al., 2019; Dhont et al., 2016; Loughnan et al., 2010; Opotow, 1990, 1993; Pratto et al., 2006; Starmans et
Much of this research has focused on explaining and reducing the inequities within human societies (e.g., Dovidio et al., 2017; Haslam & Loughnan, 2014; Leslie et al., 2020; Lomborg, 2020; Paluck et al., 2021). Some has elucidated the speciesist tendencies that place humans firmly at the top of a moral hierarchy of natural entities such as plants and animals (Amiot & Bastian, 2015; Caviola et al., 2019; Caviola & Capraro, 2020; Dhont et al., 2016). Others have discussed humans’ routine denial or dismissal of animal sentience, despite international laws recognizing it (Blattner, 2019; Chessman, 2018; Proctor et al., 2013). Sentience denial has been connected to animal meat consumption and animal use in labs (Bastian et al., 2012; Blattner, 2019; Powell & Mikhailovich, 2020; Proctor et al., 2013). Moral circle exclusion and sentience denial have yet to be empirically explored in the context of AIs, although Darling (2012, 2021) and Coeckelbergh (2011) pointed to the similarities between humans’ legal, social, and industrial treatment of animals and humans’ projected treatment of robots including commenting that “animal” and “robot” categories include many diverse types. Based on this framework and like with CASA, we expect similar social psychological principles to extend from human-animal relations to human-AI relations.

People typically deny AIs the capacity to experience or have emotions despite a demonstrated willingness to attribute AIs certain cognitive processes like problem-solving as moral agents who can take moral actions (H. M. Gray et al., 2007; K. Gray et al., 2012; K. Gray & Wegner, 2012b; Shank & DeSanti, 2018; Wang & Krumhuber, 2018). This denial may preclude AIs from moral circle inclusion given that experiential and emotional capacities are closely tied to moral patiency. This matters because many scholars think that AIs are likely to become sentient (Blackmore, 1999; Bringsjord et al., 2015; Buttazzo, 2001; Haikonen, 2012; Metzinger, 2021). A number of ethicists have discussed the plausibility of morally catastrophic scenarios such as enslaving sentient robots (e.g., Althaus & Gloor, 2016; Birhane & van Dijk, 2020; Bryson, 2010; Fröding & Peterson, 2020; Gunkel, 2018; Lin et al., 2012; Shulman & Bostrom, 2021). Although this may not be a significant moral problem for present AIs who have limited, if any sentence, this will grow in importance as AIs become more autonomous and advanced in their agential and experiential capacities.

Research into the moral consideration of AIs has yet to catch up with philosophical inquiry. We respond to recent calls for empirical investigation (Coeckelbergh, 2010, 2018; de Graaf et al., 2021; Gunkel, 2012; Harris & Anthis, 2021; Metzinger, 2021; Owe & Baum, 2021; Rahwan et al., 2019) and contribute in two ways. First, we tested how an array of psychological tendencies relevant to morality and prosociality predicted moral consideration. Second, we examined a range of moral consideration outcomes: mind perception, sentence value, moral expansiveness, moral exclusion/scope of justice, support for AI rights, and donations made to charitable organizations. We selected variables by broadly conceptualizing moral, prosocial, HRI, and HCI research including established AI-relevant variables (see for reviews Chugunova & Sele, 2020; Köbis et al., 2021; Rahwan et al., 2019) like anthropomorphism and expanding to understudied variables like techno-animism. We introduce some initial expectations for the latent structure of moral consideration. Understanding the psychological predictors and dimensions of moral consideration will help us to evaluate how different AIs affect and are affected by human behavior. This knowledge can contribute to AI ethics research as well as human-AI relations research.

2 Psychological Predictors
We examined conceptually similar groups of psychological predictors: perspective, relational, expansive, technological, and affective. Perspective predictors are traits and mindsets related to distant or future outlooks. Relational predictors are traits and identities centered on social contexts. Expansive predictors are traits, identities, beliefs, and norms that extend beyond self- and human-centeredness. Technological predictors are attitudes and beliefs about technology. Affective predictors are emotions felt towards AIs.

2.1 Perspective Predictors

2.1.1 Future Orientation

Future orientation (FO) refers to the tendency to consider and plan for the future (Block, 1990; Kluckhohn & Strodtbeck, 1961; Milfont et al., 2012), which stems from physiological and environmental sources (Carmi & Arnon, 2014; Suddendorf & Corballis, 2007; Toepoel, 2010) and has been linked to individual and societal functioning (Strathman et al., 1994; Venaik et al., 2013; Zimbardo & Boyd, 1999). FO has been linked with pro-environmental attitudes and behaviors, delay of gratification, goal-setting, healthy behaviors, and conscientiousness (Carmi & Arnon, 2014; Milfont et al., 2012; Zimbardo & Boyd, 1999). We expected a stronger FO to predict more moral consideration of AIs, particularly future AIs, given these associations and conceptions of AI as a future technology (Torresen, 2018).

2.1.2 Construal Level

Construal level theory suggests that people think at varying degrees of distance to themselves in terms of spatial proximity, time, social closeness, and certainty (Trope & Liberman, 2010). “Abstract construal” pertains to distant and decontextualized mental representations that are broad, invariant, and inclusive. “Concrete construal” pertains to close and contextualized representations that are specific, context-dependent, and highly-detailed (Hess et al., 2018; Keeney & Wiesenfeld, 2017; Ledgerwood et al., 2010; Soderberg et al., 2015). Individuals vary in the extent to which they typically think in an abstract or concrete manner (Vallacher & Wegner, 1989), although context can activate construal level (e.g., thinking about why something occurs versus how something occurs prompts abstractness; Freitas et al., 2004; Hess et al., 2018). Encouraging abstractness has been found to reduce prejudice against ethnic minorities (Yogeeswaran & Dasgupta, 2014), produce universalist rather than target-specific moral judgments (Mentovich et al., 2016), and increase the relevance of future concerns (Eyal et al., 2009; Ledgerwood et al., 2015). Given these effects and the psychological distance of AIs from humans, we expected a more abstract construal level to predict increased moral consideration of AIs.

2.2 Relational Predictors

2.2.1 Social Dominance Orientation

Social Dominance Orientation (SDO) refers to the preference for a structured social hierarchy with some groups dominating other groups (Ho et al., 2012; Pratto et al., 1994, 2000, 2006). A strong SDO has been associated with political conservatism, increased support for war, anti-immigrant
attitudes, and racism (Ho et al., 2012). SDO has been shown to positively correlate with speciesism and the moral prioritization of humans over animals (Caviola et al., 2019). We expected a stronger SDO to predict less moral consideration of AIs.

2.2.2 Sci-Fi Fan Identity

Sci-fi fan identity represents the extent to which people identify with the science fiction fan group, extending from Tajfel and Turner's (1979) Social Identity Theory that people who self-categorize as and are categorized by others as a group member derive self-esteem and belonging from group membership (Tajfel, 1974; Turner et al., 1987). Research has established that fans are cohesive groups with meaningful identities (e.g., Fink et al., 2009; Groene & Hettinger, 2016; Misailidou, 2017; Plante et al., 2014; Tsay-Vogel & Sanders, 2017). Some researchers have begun to consider the importance of engagement with fiction narratives for shaping attitudes and behaviors (Dill-Shackleford et al., 2016; Fernando et al., 2020; Igartua & Frutos, 2017). We expected a stronger sci-fi fan identity to predict more moral consideration of AIs because of the presence of AI narratives in science fiction.

2.3 Expansive Predictors

2.3.1 Perceived Social Norms

Social norms provide information about what others think and do (descriptive norms) and what others think is appropriate to think and do (injunctive norms), both of which shape intergroup behavior (Mackie & Smith, 2018; Miller & Prentice, 2016; E. R. Smith et al., 2021). Perceived descriptive norms often imply injunctive norms and have been predictive of behavior in environmental, health, and intergroup contexts (Farrow et al., 2017; Mackie & Smith, 2018; Miller & Prentice, 2016). We expected stronger perceived descriptive norms for valuing humans over nonhumans to predict less moral consideration of AIs.

2.3.2 Anthropomorphism

Anthropomorphism is the human-like physical design of and attribution of human-like mental capacities to nonhuman entities (Waytz, Cacioppo, et al., 2010). Some researchers have discussed how human-like design might improve the integration of robots into human society (Giger et al., 2019; Oliveira et al., 2018; Paiva et al., 2018; Waytz et al., 2014). Anthropomorphizing an AI assistant has been shown to reduce psychological distance to and increase positive attitudes towards the assistant (X. Li & Sung, 2021). Some research has suggested that too human-like physical designs may lead people to devalue AIs’ moral decisions (Laakasuo et al., 2021). Other research has established that individuals’ tendency to attribute human-like mental capacities to AIs predicts increased moral consideration of them (Sommer et al., 2019; Waytz, Cacioppo, et al., 2010; Waytz, Epley, et al., 2010). We expected a stronger tendency to anthropomorphize to predict increased moral consideration of AIs.

2.3.3 Global Citizenship
Global citizenship (GC) embeds prosocial values of justice and diversity, a responsibility to act, and intergroup helping. GC has been shown to predict morally expansive attitudes and behaviors (Barth et al., 2015; Cabrera, 2008; McFarland et al., 2013, 2019; Reysen & Katzarska-Miller, 2013). For instance, GC has been linked with activism for human rights, peace, and poverty causes (Reysen & Hackett, 2017), pro-environmental product preferences (Ng & Basu, 2019), and pro-technology attitudes (R. B. Lee et al., 2017). We expected stronger GC to predict increased moral consideration of AIs.

2.3.4 Openness to Experience

Openness to experience (OTE) is a dimension of personality reflecting broadmindedness, unconventionality, and social tolerance (Costa & McCrae, 1992; Sparkman et al., 2016). OTE has been correlated with global citizenship and creativity (McFarland et al., 2012; Tidikis & Dunbar, 2019), reduced ethnic prejudice (Flynn, 2005; Sparkman et al., 2016), and moral reasoning (Athota et al., 2010). We expected more OTE to predict increased moral consideration of AIs.

2.3.5 Techno-animism

Animism is the belief that nonhuman entities possess a soul, lifeforce, or degree of personhood (Marenko, 2014; Waytz, Cacioppo, et al., 2010). Animist beliefs have been a part of various religious traditions throughout history (Pedersen, 2001; Richardson, 2016; Wilkinson, 2017) and are conceptually related to, although distinct from, the tendency to anthropomorphize (Waytz, Cacioppo, et al., 2010). Techno-animism, or animism applied to technological objects, has been theorized as arising from a combination of Shinto beliefs and the creation of human-like social robots in Japan (Jensen & Blok, 2013; Marenko, 2014; Richardson, 2016). Beran et al. (2011) demonstrated that children younger than 12 showed techno-animist beliefs following interaction with a robot. To our knowledge, previous studies have measured neither techno-animist beliefs in adults, nor how they relate to the moral consideration of AIs. We expected stronger techno-animist beliefs to predict more moral consideration of AIs because of their similarity to anthropomorphism and perceiving life in technology.

2.4 Technological Predictors

2.4.1 Affinity for Technology

Affinity for technology (AFT) refers to people’s capacity to engage with and show positivity towards technology (Edison & Geissler, 2003). Theoretical reviews of technology adoption have implicated AFT as important for consumer acceptance of tourism service robots (Kazandzhieva & Filipova, 2019) and autonomous vehicles (Egbue & Long, 2012; Sheela & Mannering, 2020). We suggest that AFT may be relevant for the moral consideration of AIs. However, we made no predictions about the relationship between AFT and moral consideration, given that AFT may not apply to moral consideration if AI technology is thought of primarily as a tool.

2.4.2 Substratism
Substratism refers to prejudice against AIs based on their non-biological (i.e., silicon-based rather than carbon-based) material composition. Previous research has found that greater substratism correlates with less moral consideration of AIs (Ladak et al., 2021). We expected to replicate this relationship.

### 2.4.3 Human-AI overlap

Human-AI overlap is the degree of perceived overlap or connection between humans and AIs. Ladak et al. (2021) found a correlation between greater perceived overlap and greater moral consideration of AIs. This relationship corresponds to research that showed that humans will extend their moral circle to include certain animals when those animals are perceived as more similar to humans (Bastian et al., 2012; Crimston et al., 2018; Opotow, 1993, 1994). We expected more perceived overlap between humans and AIs to predict more moral consideration of AIs.

### 2.4.4 Threat

Realistic (e.g., resource) and symbolic (e.g., identity) threats stem from group membership and contribute to negative intergroup relations (Pauketat et al., 2020; Riek et al., 2006; Stephan et al., 2009). Identity threat arises when the values, beliefs, or distinctiveness of a group are called into question by the presence of another group (Leonardelli et al., 2010; Riek et al., 2006; Stephan et al., 2009). Realistic threat arises from competition between groups over resources such as money and over physical safety or existence concerns (Riek et al., 2006; Stephan et al., 2009). Humans have been shown to perceive both types of threats from robots (Złotowski et al., 2017). The anthropomorphic design of robots may lead humans to experience threats to their human uniqueness (Ferrari et al., 2016; Giger et al., 2019; Yogeeswaran et al., 2016; Złotowski et al., 2017). Belief in human uniqueness has been shown to predict denying emotional capacity to AIs as well as increased negative attitudes towards AIs (Giger et al., 2019). Robots have been shown to provoke realistic threats when they outperformed humans on physical and mental tasks (Yogeeswaran et al., 2016) and when they were more autonomous (Złotowski et al., 2017). We expected increased perceptions of realistic and identity threat to predict decreased moral consideration of AIs.

### 2.5 Affective Predictors

Feeling emotions as a group member stems from group membership (Mackie & Smith, 2018). Group-based emotions have been shown to predict intergroup attitudes and behaviors amongst human groups (Mackie & Smith, 2018; Pauketat et al., 2020) and towards robots (E. R. Smith et al., 2020, 2021). We examined a range of positive and negative emotions felt towards AIs (see Table 1), expecting positive emotions to predict increased, and negative emotions to predict decreased, moral consideration of AIs.

### Table 1

| Emotion Definitions and AI Research Applications |
### Emotion | Conceptual definition | AI studies | Definitional Citations
--- | --- | --- | ---
respect, admiration | other-praising, appreciation focused; moral emotions | Yes | Janoff-Bulman & Werther, 2008; Leonard et al., 2011; Ortony et al., 1988; Ray et al., 2008; Seger et al., 2017; E. R. Smith et al., 2021
compassion | response to others’ suffering coupled with motivation to help; moral emotion | Yes | Bartneck et al., 2005; Goetz et al., 2010; Parviainen et al., 2019; Stellar et al., 2017
awe | schema-incongruent, response to vast, initially incomprehensible stimuli; moral emotion | No | Keltner & Haidt, 2003; Song. 2021; Stellar et al., 2017; Taylor & Uchida, 2019
excitement | high arousal, pleasant valence; core affect | Yes | Russell, 2009; E. R. Smith et al., 2020; Watson et al., 1988
pride | self- or in-group-focused, response to commendation; moral emotion | No | Leach et al., 2002; McLatchie & Piazza, 2017; Tausch & Becker, 2013; Van Leeuwen et al., 2013
disgust | response to perceived physical or social contaminants; moral emotion | Yes | Hutcherson & Gross, 2011; Levin et al., 2016; Pauketat et al., 2020; Rozin et al., 1999; Seger et al., 2017; E. R. Smith et al., 2020
anger | response to affront, motivating confrontation; moral emotion | No | Hutcherson & Gross, 2011; Leonard et al., 2011; Levin et al., 2016; Pauketat et al., 2020; Rozin et al., 1999; Seger et al., 2017; Tausch & Becker, 2013
contempt | response to evaluations of hierarchy and social status; moral emotion | No | Hutcherson & Gross, 2011; Levin et al., 2016; Pauketat et al., 2020; Rozin et al., 1999; Tausch et al., 2011
horror | schema-incongruent, response to unexpected harmful thoughts or behaviors | No | Taylor & Uchida, 2019
fear, anxiety | self- or in-group-preserving, response to motivate avoidance of danger | Yes | Leonard et al., 2011; Lerner & Keltner, 2001; Oatley et al., 2006; Seger et al., 2017; E. R. Smith et al., 2020
envy | pain felt in response to others’ joy or fortune | Yes | D. Lee & Kim, 2020; van de Ven, 2017

### 3 Moral Consideration of AI Outcomes

The moral consideration of AIs may take many forms. We investigated how these various forms relate to each other and how they are predicted by psychological tendencies. Mind perception—the attribution of beliefs, intentions, and mental states like thoughts and emotions to others—includes both the attribution of cognitive capacities necessary for taking moral action (moral agency) and the attribution of emotional capacities necessary for receiving moral consideration (moral patiency; Epley & Eyal, 2019; K. Gray et al., 2012; K. Gray & Wegner, 2012b). The perception of mind in robots has been shown to vary depending on the purpose and value of the
robot. Wang and Krumhuber (2018) showed that people perceived robots to have the capacity for basic cognition. People perceived social robots (i.e., those built for social support and companionship) to have more emotional capacities than economic robots (i.e., those built for profit and corporate benefit), especially when social and economic benefits were high. High-value social robots received more moral consideration in the form of protection from electric shocks (Wang & Krumhuber, 2018). We predicted that the minds of current and future AIs will be evaluated differently. Among other factors, peoples’ direct experiences with current AIs and exposure to future AIs in science fiction narratives might lead to different perceptions (Gunkel, 2018; Kakoudaki, 2015).

Moral expansiveness (Crimston et al., 2016) represents the broadness of an individual’s moral circle (Crimston et al., 2016, 2018; Laham, 2009) based on the degrees of various entities’ inclusion. For example, a family member is typically in the inner circle of moral consideration whereas chickens and apple trees are often on the fringes. Moral exclusion or the “scope of justice” refers to the withholding of moral standards from certain groups (i.e., placement away from the center or outside the moral boundary). Moral exclusion/scope of justice has predicted support for harmful actions against, denying of fairness standards to, and the withholding of resources from excluded others (Hadarics & Kende, 2018; Opotow, 1990, 1993). For example, people who morally excluded beetles were less likely to protect the beetles from harm (Opotow, 1994). As far as we know, the moral exclusion/scope of justice of AIs has not been explicitly studied.

Intent to join collective actions such as protests for AI rights (henceforth, “AI rights activism”), support for AI rights policies, and donation behavior to organizations connected to AI rights (e.g., reducing risks of suffering in the long-term future) represent behavioral aspects of moral consideration. Lima et al. (2020) showed that people favored policies protecting AIs from cruelty. Support for other policies such as the right to hold assets was increased by describing AIs as fully autonomous (Lima et al., 2020). Other types of support for AI rights (e.g., joining a protest) have not been studied to our knowledge. We suggest that humans may be willing to act on behalf of AIs like they act on behalf of marginalized human and animal groups (e.g., Hadarics & Kende, 2018), given their intergroup relationship with AIs (E. R. Smith et al., 2021; Vanman & Kappas, 2019), though likely to a lesser extent because of the large perceived differences between humans and AIs.

4 Methods

This study and our hypotheses were preregistered (https://osf.io/98bwv).

4.1 Participants and Design

Responses were gathered online from Prolific with 300 participants of U.S. nationality who reside in the U.S. \((M_{age} = 34.88, S.D. = 13.26, 61\% \text{ female}, 68\% \text{ White})\) and completed the correlational survey using the GuidedTrack platform.\(^1\) Participants were paid USD $3.70 with an additional bonus of $2 for an average required time of 19 minutes ($18/per hour). Of the 300, 17 were excluded from analyses for failing an attention check. The remaining sample consisted of 283 participants \((M_{age} = 34.46, S.D. = 13.00, 60\% \text{ female}, 68\% \text{ White})\). This sample self-identified as politically liberal \((M = 2.96, S.D. = 1.70)\) and reported directly interacting with or having exposure

\(^1\) Fourteen people dropped out of the study after consenting to participate and before completing the survey. These responses were not included in the completed 300 responses tally.
to media about robots/AIs a few times a year on average ($M = 2.18$, $S.D. = 1.22$). Some of the sample personally owned a robot/AI (39%) and a few reported working with a robot/AI\(^2\) (4%).\(^3\)

We recruited this sample size based on a G*Power (Faul et al., 2009) analysis of the primary multiple regression model ($R^2$ deviation from zero for the effect of all Xs on Y) finding that 206 participants could detect a small to medium effect ($f^2 = .12$) with 80% power given $\alpha = .05$. The specified effect size was determined from anticipated predictor correlations in G*Power estimated based on the average effect sizes witnessed in Schäfer and Schwarz's (2019) review of effect sizes in preregistered psychology studies. We recruited greater than 206 to account for possible Prolific attrition (Palan & Schitter, 2018). Participants provided their informed consent prior to the survey and were thanked and debriefed at the end of the survey.

4.2 Procedure and Measures

All materials, data, and analysis code for this study are available on the OSF (https://osf.io/w3tcn). Participants first read a definition that “‘artificial beings’ and ‘robots/AI’ are intelligent entities built by humans, such as robots, virtual copies of human brains, or computer programs that solve problems, with or without a physical body, that may exist now or in the future.” Then, participants completed the survey in the following order: 1) responded to the perspective, relational, and expansive predictor questions, 2) were reminded of the definition, 3) responded to the technological predictor questions, 4) responded to the affective predictor questions, 5) were reminded of the definition, 6) responded to the self-reported outcome questions, 7) were given the opportunity to donate the $2 bonus, and 8) completed demographics. At each stage, the order of scales and items within each scale were randomized. Sliding scales were used for most continuous items. Most indices were shortened from their original form based on face validity to reduce the response burden from the long online survey, and we present reliability measures in turn. Indices were averaged or summed based on their original paper’s methods.

4.2.1 Psychological Predictors

**Perspective.** Future orientation was assessed with six items from Strathman et al.'s (1994) Consideration of Future Consequences scale. Items such as, “I consider how things might be in the future, and try to influence those things with my day to day behavior,” were measured on a 1 (extremely uncharacteristic) to 5 (extremely characteristic) sliding scale. Four items were reverse scored prior to summing (Cronbach’s $\alpha = .73$). Higher scores indicated a stronger future orientation.

Construal level was assessed with 10 items from Vallacher and Wegner's (1989) Behavioral Identification Form. Participants chose between abstract and concrete options associated with a behavior based on what felt most appropriate. For instance, “eating” could be described as “getting
nutrition” (abstract) or “chewing and swallowing” (concrete). Abstract options were coded as 1, concrete options as 0. Responses from the 10 items were averaged. Higher scores reflected the tendency to think abstractly.

**Relational.** SDO was measured with four items from Ho et al. (2012) on a 1 (strongly disagree) to 7 (strongly agree) sliding scale, such as, “Having some groups on top really benefits everybody.” Two items were reverse scored prior to averaging (Cronbach’s α = .84). Higher scores indicated a stronger preference for social hierarchy.

Sci-fi fan identity was measured with four items adapted from Leach et al. (2008; e.g., "I am glad to be a sci-fi fan"). Items were measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. The four items were averaged (Cronbach’s α = .91). Higher scores indicated a stronger sci-fi fan identity.

**Expansive.** The sentence stem “Most people who are important to me” was paired with five items such as “think that robots/AI cannot have feelings” and “eat meat” to measure human-centric social norms (sentence stem based on Fishbein & Ajzen, 2009). Each item was assessed on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. One item (“focus on human welfare”) was excluded due to low reliability (Cronbach’s α = .46).4 The remaining four items were averaged (Cronbach’s α = .55).5 Higher scores indicated stronger human-centric norms.

Anthropomorphism was assessed with eight items summed from the Individual Differences in Anthropomorphism Questionnaire (Cronbach’s α = .78; Waytz et al., 2010). Items such as, “To what extent does the average robot have consciousness?” and, “To what extent does a cheetah experience emotions?” were measured on a 0 (not at all) to 10 (very much) sliding scale. Higher scores indicated a greater tendency to anthropomorphize.

Global citizenship was assessed with three items (e.g., “Being actively involved in global issues is my responsibility.”) from Reysen and Katzarska-Miller (2013) and one item (“I see myself more as a global citizen than a citizen of my country.”) from GlobeScan and the BBC World Service (2016). These four items were measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale and averaged (Cronbach’s α = .80). Higher scores represented stronger global citizenship.

Openness to experience was assessed by averaging the two items ($r = .39$) from the Ten-Item Personality Inventory (Gosling et al., 2003), “open to new experiences, complex” and “conventional, uncreative” (reverse scored). Items were measured on a 1 (disagree strongly) to 7 (agree strongly) sliding scale. Higher scores indicated more openness to experience.

Techno-animism was assessed with four items inspired by Jensen and Blok's (2013) theorizing on techno-animism. Items such as, “The boundaries between humanity, nature, and technology are vague and interchangeable,” were measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. One item (“Human beings contain a spirit.”) was removed due to low reliability (Cronbach’s α = .68). Three items were averaged (Cronbach’s α = .77). Higher scores indicated more techno-animistic beliefs.

**Technological.** Three items from Edison and Geissler's (2003) Affinity for Technology scale were summed (Cronbach’s α = .76). Items such as, “I relate well to technology and machines,” were

---

4 Item exclusions were made based on preregistered criteria.

5 This was the highest reliability achievable by excluding items.
measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. Higher scores represented more positive attitudes towards technology.

Substratism was measured with six items such as, “Morally, artificial beings always count for less than humans” (Ladak et al., 2021). Items were measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. One item was reverse scored. All items were averaged (Cronbach’s \( \alpha = .89 \)). Higher scores indicated more substratism.

Human-AI overlap was assessed with an adapted Inclusion of the Ingroup in the Self item (Tropp & Wright, 2001) asking participants to select the pair of circles that best represented how connected humans are to robots/AI from increasingly overlapping circles. In circle one, the human and robot/AI circles were not touching. The degree of closeness increased with each integer up to seven. In circle seven, the human and robot/AI circles were highly overlapping.

Realistic and identity threat were measured with four items each, based on Złotowski and colleagues (2017), on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. Three realistic threat items (e.g., “The increased use of robots in our everyday life is causing more job loss for humans.”) were averaged (Cronbach’s \( \alpha = .72 \)). One item (“In the long run, robots/AI should be entitled to share the resources of humanity.”) was excluded due to low reliability (Cronbach’s \( \alpha = .60 \)). Likewise, one item (“Robots/AI should be able to evolve independently of humanity.”) was removed from the identity threat scale due to low reliability (Cronbach’s \( \alpha = .37 \)). Three identity threat items (e.g., “Recent advances in robot technology are challenging the very essence of what it means to be human.”) were averaged (Cronbach’s \( \alpha = .50 \)). Higher scores on both scales represented more perceived threat.

**Affective.** Six positive (respect, admiration, compassion, awe, excitement, pride) and seven negative emotions (disgust, contempt, anger, horror, fear, anxiety, envy) felt towards robots/AI were evaluated on a 1 (none at all) to 7 (very much) sliding scale, following from Smith et al. (2020). A pre-registered composite index of positive emotion was created by averaging all positive emotions except pride because of its link to positive and negative outcomes (e.g., McLatchie & Piazza, 2017; Cronbach’s \( \alpha = .84 \)). Similarly, all negative emotions were averaged (Cronbach’s \( \alpha = .86 \)), excluding envy because of its link to positive and negative outcomes (e.g., van de Ven, 2017). Specific emotions were entered as single items in some analyses.

### 4.2.2 Moral Consideration Outcomes

We evaluated responses to robots/AI as a group, rather than evaluating responses to a specific artificial entity. Evaluating responses to a specific individual has been common in past research (see Smith et al., 2021; Naneva et al., 2020). Responses to individuals have typically been assumed to generalize to AIs as a group. For instance, researchers have assumed that responses to one robot following an in-person interaction are indicative of a general response to all similar robots. Like Smith et al. (2021), we believe that it is important to study how humans respond to AIs as a social group just as responses to human outgroups are important.

**Mind perception.** Mind perception was assessed with six items measured on a 0 (not at all) to 100 (very much) sliding scale (Wang & Krumhuber, 2018) for artificial entities that exist in 2021 and separately for artificial entities that will exist in the future. Three items assessed attributions of cognitive capacity (e.g., “thinking analytically”). Three items assessed attributions of emotional capacity (e.g., “having feelings”). The six items were averaged to form composite indices of mind
perception (current Cronbach’s α = .82; future Cronbach’s α = .86). Higher scores reflected more attribution of mind to AIs.

**Sentience value.** Participants answered two questions about the perceived value of current and future AIs’ feelings compared to humans’ feelings (e.g., “Are current artificial beings’ (i.e., those that exist in 2021) feelings worth the same as human feelings?”). Responses for current and future sentience value were analyzed as single items. These items were measured on a 1 (not at all) to 7 (definitely) sliding scale.

**Moral expansiveness.** We used a 12-item version of Crimston et al.’s (2016) Moral Expansiveness Scale that we shortened and adapted to include AIs. Participants rated in which circle of moral concern they would put entities such as “robots” and “charity worker” (3 = inner circle, 2 = outer circle, 1 = fringes of moral concern, 0 = outside the moral boundary). Responses were summed (Cronbach’s α = .80). Higher scores represented a more expansive moral circle.

**Moral exclusion/Scope of justice.** Participants evaluated three statements about the moral exclusion of AIs on a 1 (strongly disagree) to 7 (strongly agree) sliding scale adapted from Hadarics and Kende (2018). All items, such as, “I believe that considerations of fairness apply to artificial beings too,” were reverse scored and averaged (Cronbach’s α = .91). Higher scores represented more moral exclusion of AIs.

**AI rights activism.** Six items adapted from Hadarics and Kende (2018) measured collective action intentions for AI rights. Items such as, “I would join an online campaign against the discrimination of robots/AI,” were measured on a 1 (strongly disagree) to 7 (strongly agree) sliding scale. Three items (e.g., “I would sign a petition that is intended to protect people against the harmful behavior of robots/AI.”) were excluded due to unexpected negative correlations with the scale following score reversal that resulted in low scale reliability. The remaining three items were averaged (Cronbach’s α = .93). Higher scores indicated more willingness to act collectively for AI rights.

**AI policy support.** Six policy items from Lima et al. (2020) were assessed on a 1 (strongly disagree) to 5 (strongly agree) sliding scale (e.g., “No cruel punishment or treatment should be inflicted on completely autonomous robots/AI.”). These items were averaged (Cronbach’s α = .89). Higher scores indicated support for pro-AI rights policies.

**Donation behavior.** Participants were asked if they would like to donate any part of their $2 bonus to an organization contributing to reducing the suffering of nonhumans. Participants could choose to keep their whole bonus or donate any part of it (on a sliding scale from $0 to $2) to Mercy For Animals, World Wildlife Fund, the Center on Long-Term Risk, the Future of Life Institute, or the Center for Reducing Suffering.

### 4.2.3 Demographics

---

6 This could be due to confusion over the meaning of the negatively framed items (i.e., those protesting against robot/AI rights) alongside the positively framed items (i.e., those protesting for robot/AI rights) given that there is little current need to protest against a non-existent set of rights that would protect robots/AI over humans.
Participants answered demographic questions at the end of the survey. They indicated whether or not they owned an AI or robotic device (yes, no), whether or not they worked with an AI or robotic device at their job (yes, no), how often they interacted with AI or robotic devices and how many times in the past year they read or watched robot/AI-related media or other material measured on a 1 (only on rare occasions) to 5 (daily) Likert-type scale with an option for “never or not applicable.” Selections of “never or not applicable” were coded as 0. The latter two items about frequency of interaction with and exposure to media about robots/AI were averaged to form a frequency of interaction index ($r = .40, p < .001$). Participants also provided their age, gender, race/ethnicity, political views (1 = very liberal, 7 = very conservative), education level, religion, diet, and family’s net household income per year.

5  Results

We preregistered this analysis strategy (https://osf.io/98bwv) and used RStudio (v. 1.3.1093).

See supplemental results (https://osf.io/w3tcn) for additional descriptive and diagnostic assumption checking statistics.

5.1  Predicting Moral Consideration

We used hierarchical OLS regressions to predict moral consideration (see Figure 1 for a summary of predictor effects). Multiple comparisons were checked using the False Discovery Rate (FDR; Benjamini & Hochberg, 1995). Differences in significance following FDR corrections are recorded in table notes. In all regressions, categorical demographics were dummy-coded (see Tables 2-4). As shown in section 5.2, the outcomes reduce to three key dimensions of moral consideration: mind perception, psychological expansion, and practical consideration. We highlight three regressions representative of these dimensions and present the full details of the other regressions in supplemental results.

Demographics were controlled for in step 1. Perspective predictors were tested in step 2, relational predictors in step 3, expansive predictors in step 4, technological predictors in step 5, and affective predictors in step 6. This order was specified to reflect that context-based affective and technological attitudes build upon more general expansive norms and beliefs that likewise build upon core relational and perspective traits and mindsets. This strategy enabled us to evaluate the unique variance explained by similar types of predictors while controlling the effects of previously entered predictors.

---

7 One participant was missing data for the identity threat items. This participant’s data was removed for analyses that included identity threat.
Figure 1

Summary of Psychological Predictor Effects

Note. Standardized regression coefficients are presented within the boxes from the regression step that the predictor was first entered. Darker greys represent stronger positive relationships and lighter greys represent stronger negative relationships. CMP = Current Mind Perception; FMP = Future Mind Perception, CSV = Current Sentience Value; FSV = Future Sentience Value; MES = Moral Expansiveness; SJ = Scope of Justice; RA = Rights Activism; PS = Policy Support; DA = Donation Amount

Future mind perception. Demographics explained 10% of the variance in future mind perception ($p = .015$). Perspective predictors did not change the model, $\Delta R^2 = .00$, $p = .962$. Relational predictors increased model fit, $\Delta R^2 = .08$, $p < .001$. Expansive predictors also increased model fit, $\Delta R^2 = .12$, $p < .001$. Technological predictors further increased model fit, $\Delta R^2 = .12$, $p < .001$ as did affective predictors, $\Delta R^2 = .02$, $p = .009$. The full model explained 44% of the variance ($p < .001$; see Table 2).

Table 2

<table>
<thead>
<tr>
<th>Predicting Future Mind Perception</th>
<th>b</th>
<th>S.E. b</th>
<th>β</th>
<th>b 95% C.I.</th>
<th>t- statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.27</td>
<td>0.11</td>
<td>-.15</td>
<td>-0.48, -0.05</td>
<td>-2.40*</td>
</tr>
<tr>
<td>Gender (0 = man, 1 = woman, non-binary)</td>
<td>-3.88</td>
<td>2.98</td>
<td>-.08</td>
<td>-9.75, 1.99</td>
<td>-1.30</td>
</tr>
<tr>
<td>Race (0 = White, 1 = BIPOC)</td>
<td>4.28</td>
<td>3.02</td>
<td>.09</td>
<td>-1.66, 10.22</td>
<td>1.42</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = &lt; $41k)</td>
<td>-0.25</td>
<td>3.24</td>
<td>-.01</td>
<td>-6.63, 6.12</td>
<td>-0.08</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = $100k-249k)</td>
<td>-3.43</td>
<td>3.75</td>
<td>-.06</td>
<td>-10.82, 3.96</td>
<td>-0.91</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = $250k+)</td>
<td>1.10</td>
<td>10.32</td>
<td>.01</td>
<td>-19.22, 21.41</td>
<td>0.11</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = undisclosed)</td>
<td>-3.33</td>
<td>7.25</td>
<td>-.03</td>
<td>-17.60, 10.93</td>
<td>-0.46</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = none, undisclosed)</td>
<td>-5.80</td>
<td>9.99</td>
<td>-.04</td>
<td>-25.47, 13.87</td>
<td>-0.58</td>
</tr>
</tbody>
</table>
Moral Consideration of AIs

| Education (0 = HS, 1 = associates, bachelors) | -4.39 | 3.13 | -.10 | -10.55, 1.77 | -1.40 |
| Education (0 = HS, 1 = masters, doctoral) | -4.18 | 4.37 | -.07 | -12.77, 4.42 | -0.96 |
| Diet (0 = meat-eater, 1 = restrictions) | 4.91 | 3.60 | .08 | -2.18, 12.01 | 1.36 |
| Religion (0 = religious, 1 = not religious) | 0.89 | 2.86 | .02 | -4.73, 6.51 | 0.31 |
| Political orientation | -0.18 | 0.89 | -.01 | -1.92, 1.56 | -0.21 |
| Frequency of interaction | 3.46 | 1.16 | .19 | 1.19, 5.73 | 3.00** |

**Perspective predictors**
- Future orientation: -0.06, 0.40, -.01, -0.85, 0.73, -0.15
- Construal level: -1.21, 5.41, -.01, -11.87, 9.44, -0.22

**Relational predictors**
- SDO: -1.86, 1.35, -.10, -4.51, 0.79, -1.38
- Sci-fi fan identity: 4.31, 0.88, .30, 2.58, 6.03, 4.91***

**Expansive predictors**
- Human-centric norms: -0.68, 1.36, -.03, -3.36, 2.01, -0.50
- Anthropomorphism: 0.14, 0.11, .08, -0.08, 0.36, 1.24
- Global citizenship: 2.92, 1.26, .16, 0.43, 5.40, 2.31*
- Openness to experience: 0.17, 1.06, .01, -1.92, 2.26, 0.16
- Techno-animism: 4.57, 1.05, .28, 2.50, 6.65, 4.34***

**Technological predictors**
- Affinity for technology: -0.11, 0.35, -.02, -0.80, 0.58, -0.30
- Substratism: -4.87, 0.97, -.30, -6.78, 2.95, -5.00***
- Human-Al overlap: 2.59, 0.82, .18, 0.97, 4.22, 3.15**
- Realistic threat: -1.72, 1.11, -.10, -3.90, 0.46, -1.56
- Identity threat: 2.57, 1.22, .13, 0.16, 4.98, 2.10*

**Affective predictors**
- Positive emotions: 3.25, 1.06, .19, 1.16, 5.34, 3.07**
- Negative emotions: -0.22, 1.17, -.01, -2.54, 2.09, -0.19

*Note.* Values displayed only for new variables added at each step; showing effects controlling for variables entered in previous steps. Uncorrected p-values reported. Some p-values became non-significant with FDR correction: age (.085), global citizenship (.131), and identity threat (.214). F(14, 267) = 2.04, p = .015, R^2 = .10, adjusted R^2 = .05 for demographics; F(16, 265) = 1.78, p = .034, R^2 = .10, adjusted R^2 = .04, ∆R^2 = .00 for perspective predictors (p = .962); F(18, 263) = 3.18, p < .001, R^2 = .18, adjusted R^2 = .12, ∆R^2 = .08 for relational predictors (p < .001); F(23, 258) = 4.71, p < .001, R^2 = .30, adjusted R^2 = .23, ∆R^2 = .12 for expansive predictors (p < .001); F(28, 253) = 6.41, p < .001, R^2 = .42, adjusted R^2 = .35, ∆R^2 = .12 for technological predictors (p < .001); F(30, 251) = 6.48, p < .001, R^2 = .44, adjusted R^2 = .37, ∆R^2 = .02 for affective predictors (p = .009). *p < .05, **p < .01, ***p < .001

**Moral expansiveness.** Demographics explained 3% of the variance in moral expansiveness (p = .867). Perspective predictors increased the model fit, ∆R^2 = .03, p = .008. Relational predictors did not change the model fit, ∆R^2 = .00, p = .522. Expansive predictors increased the model fit, ∆R^2 = .05, p = .009. Technological predictors somewhat increased the model fit, ∆R^2 = .04, p = .058 but affective predictors did not, ∆R^2 = .01, p = .205. The full model explained 17% of the variance (p = .015; see Table 3).

**Table 3**

<table>
<thead>
<tr>
<th>Predicting Moral Expansiveness</th>
<th>b</th>
<th>S.E. b</th>
<th>β</th>
<th>b 95% C.I.</th>
<th>t- statistic</th>
</tr>
</thead>
</table>

## Image 1

![Table 1](image1)

- Table 1 continues...
### Demographics

<table>
<thead>
<tr>
<th>Demographics</th>
<th>0.03</th>
<th>0.02</th>
<th>-0.07</th>
<th>-0.07</th>
<th>0.02</th>
<th>-1.08</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.41</td>
<td>0.65</td>
<td>0.04</td>
<td>-0.88</td>
<td>1.69</td>
<td>0.62</td>
</tr>
<tr>
<td>Gender (0 = man, 1 = woman, non-binary)</td>
<td>-0.59</td>
<td>0.66</td>
<td>-0.06</td>
<td>-1.89</td>
<td>0.70</td>
<td>-0.90</td>
</tr>
<tr>
<td>Race (0 = White, 1 = BIPOC)</td>
<td>0.13</td>
<td>0.71</td>
<td>0.01</td>
<td>-1.26</td>
<td>1.52</td>
<td>0.19</td>
</tr>
<tr>
<td>Income (0 = $41k, 1 = $&lt;41k)</td>
<td>0.05</td>
<td>0.82</td>
<td>-0.02</td>
<td>-1.91</td>
<td>1.32</td>
<td>-0.35</td>
</tr>
<tr>
<td>Income (0 = $41k, 1 = $100k-29k)</td>
<td>0.10</td>
<td>2.25</td>
<td>0.00</td>
<td>-4.34</td>
<td>4.53</td>
<td>0.04</td>
</tr>
<tr>
<td>Income (0 = $41k, 1 = $250k+)</td>
<td>-0.17</td>
<td>1.58</td>
<td>-0.05</td>
<td>-4.29</td>
<td>1.95</td>
<td>-0.74</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = associates, bachelors)</td>
<td>2.63</td>
<td>2.18</td>
<td>0.08</td>
<td>-1.66</td>
<td>6.93</td>
<td>1.21</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = masters, doctoral)</td>
<td>0.14</td>
<td>0.68</td>
<td>0.01</td>
<td>-1.20</td>
<td>1.49</td>
<td>0.21</td>
</tr>
</tbody>
</table>

#### Values displayed only for new variables added at each step; showing effects controlling for variables entered in previous steps. Uncorrected p-values reported. Substratism became non-significant (p = .145) with FDR correction. F(14, 267) = 0.60, p = .867, R^2 = .03, adjusted R^2 = .00 for demographics; F(16, 265) = 1.15, p = .309, R^2 = .07, adjusted R^2 = .01, ΔR^2 = .03 for perspective predictors (p = .008); F(18, 263) = 1.09, p = .360, R^2 = .07, adjusted R^2 = .01, ΔR^2 = .00 for relational predictors (p = .522); F(23, 258) = 1.58, p = .048, R^2 = .12, adjusted R^2 = .05, ΔR^2 = .05 for expansive predictors (p = .009); F(28, 253) = 1.71, p = .017, R^2 = .16, adjusted R^2 = .07, ΔR^2 = .04 for technological predictors (p = .058); F(30, 251) = 1.71, p = .015, R^2 = .17, adjusted R^2 = .07, ΔR^2 = .01 for affective predictors (p = .205). *p < .05, **p < .01, ***p < .001

### Moral exclusion/Scope of Justice

Demographics explained 13% of the variance in scope of justice (p = .001). Perspective predictors did not change the model fit, ΔR^2 = .00, p = .707. Relational predictors increased the model fit, ΔR^2 = .11, p < .001. Expansive predictors (ΔR^2 = .21,


$p < .001$), technological predictors ($ΔR^2 = .20, p < .001$), and affective predictors ($ΔR^2 = .05, p < .001$) all increased the model fit. The full model explained 70% of the variance ($p < .001$; see Table 4).

**Table 4**

<table>
<thead>
<tr>
<th>Predicting Moral Exclusion/Scope of Justice</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.01</td>
<td>0.01</td>
<td>.12</td>
<td>-0.00, 0.03</td>
</tr>
<tr>
<td>Gender (0 = man, 1 = woman, non-binary)</td>
<td>0.08</td>
<td>0.21</td>
<td>.02</td>
<td>-0.34, 0.50</td>
</tr>
<tr>
<td>Race (0 = White, 1 = BIPOC)</td>
<td>-0.39</td>
<td>0.22</td>
<td>-.11</td>
<td>-0.81, 0.03</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = &lt; $41k)</td>
<td>0.24</td>
<td>0.23</td>
<td>.07</td>
<td>-0.21, 0.70</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = $100k-249k)</td>
<td>0.21</td>
<td>0.27</td>
<td>.05</td>
<td>-0.32, 0.73</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = $250k+)</td>
<td>0.78</td>
<td>0.74</td>
<td>.06</td>
<td>-0.67, 2.23</td>
</tr>
<tr>
<td>Income (0 = $41-99k, 1 = undisclosed)</td>
<td>-0.23</td>
<td>0.52</td>
<td>-.03</td>
<td>-1.25, 0.78</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = none, undisclosed)</td>
<td>0.01</td>
<td>0.71</td>
<td>.00</td>
<td>-1.40, 1.41</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = associates, bachelors)</td>
<td>0.16</td>
<td>0.22</td>
<td>.05</td>
<td>-0.28, 0.60</td>
</tr>
<tr>
<td>Education (0 = HS, 1 = masters, doctoral)</td>
<td>0.14</td>
<td>0.31</td>
<td>.03</td>
<td>-0.47, 0.75</td>
</tr>
<tr>
<td>Diet (0 = meat-eater, 1 = restrictions)</td>
<td>-0.18</td>
<td>0.26</td>
<td>-.04</td>
<td>-0.69, 0.32</td>
</tr>
<tr>
<td>Religion (0 = religious, 1 = not religious)</td>
<td>-0.10</td>
<td>0.20</td>
<td>-.03</td>
<td>-0.50, 0.30</td>
</tr>
<tr>
<td>Political orientation</td>
<td>0.16</td>
<td>0.06</td>
<td>.17</td>
<td>0.04, 0.29</td>
</tr>
<tr>
<td>Frequency of interaction</td>
<td>-0.25</td>
<td>0.08</td>
<td>-.19</td>
<td>-0.42, -0.09</td>
</tr>
</tbody>
</table>

| Perspective predictors                     |     |     |     |     |
| Future orientation                         | 0.02| 0.03| .05 | -0.03, 0.08 | 0.83 |
| Construal level                            | 0.00| 0.39| .00 | -0.76, 0.76 | 0.01 |

| Relational predictors                      |     |     |     |     |
| SDO                                        | 0.03| 0.09| .02 | -0.16, 0.22 | 0.32 |
| Sci-fi fan identity                        | -0.38| 0.06| -.36| -0.50, -0.26| -6.17*** |

| Expansive predictors                       |     |     |     |     |
| Human-centric norms                        | 0.25| 0.09| .15 | 0.07, 0.42  | 2.81** |
| Anthropomorphism                           | -0.01| 0.01| -.07| -0.02, 0.01 | -1.23 |
| Global citizenship                         | -0.20| 0.08| -.16| -0.36, -0.04| -2.51* |
| Openness to experience                     | 0.05| 0.07| .04 | -0.08, 0.19 | 0.77 |
| Techno-animism                             | -0.44| 0.07| -.38| -0.57, -0.30| -6.46*** |

| Technological predictors                   |     |     |     |     |
| Affinity for technology                    | -0.02| 0.02| -.04| -0.06, 0.02 | -0.97 |
| Substratism                                | 0.56| 0.05| .48 | 0.45, 0.66  | 10.10*** |
| Human-Al overlap                           | -0.15| 0.05| -.15| -0.24, -0.06| -3.28** |
| Realistic threat                           | 0.07| 0.06| .06 | -0.05, 0.19 | 1.11 |
| Identity threat                            | 0.01| 0.07| .01 | -0.12, 0.15 | 0.17 |

| Affective predictors                       |     |     |     |     |
| Positive emotions                          | -0.35| 0.06| -.29| -0.46, -0.24| -6.23*** |
| Negative emotions                          | -0.07| 0.06| -.05| -0.19, 0.06 | -1.06 |

*Note.* Values displayed only for new variables added at each step; showing effects controlling for variables entered in previous steps. Uncorrected $p$-values reported. Political orientation ($p = .055$) and global citizenship ($p = .061$) became non-significant with FDR correction. $F(14, 267) = 2.72, p = .001, R^2 = .13$, adjusted $R^2 = .08$ for demographics; $F(16, 265) = 2.41, p = .002, R^2 = .13$, adjusted $R^2 = .07, ΔR^2 = .00$ for perspective predictors ($p =$
Summary of other outcomes. The complete results for the other models are in supplemental results (https://osf.io/w3tcn). The predictors explained 66% of the variance in rights activism ($p < .001$), 63% of the variance in policy support ($p < .001$), and 19% of the variance in donation amount ($p = .004$). Of the temporally-based outcomes, the predictors explained 28% of the variance in current mind perception ($p < .001$), 48% of the variance in current sentience value ($p < .001$), and 59% of the variance in future sentience value ($p < .001$).

5.2 Dimensions of Moral Consideration

Correlations between the moral consideration outcomes showed that they moderately correlated in the expected directions, except for moral expansiveness. Moral expansiveness was weakly correlated with most outcomes in the expected direction and not correlated with current mind perception (see Table 5). Of particular interest, current mind perception only moderately positively correlated with future mind perception. Current and future sentience value also only moderately positively correlated. Only future sentience value, moral expansiveness, scope of justice, and policy support correlated with donation behavior.
Table 5

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Current Mind Perception</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Future Mind Perception</td>
<td>.57***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Current Sentience Value</td>
<td>.50***</td>
<td>.39***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Future Sentience Value</td>
<td>.33***</td>
<td>.62***</td>
<td>.59***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Moral Expansiveness</td>
<td>.08</td>
<td>.16**</td>
<td>.24***</td>
<td>.25***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Scope of Justice</td>
<td>-.41***</td>
<td>-.58***</td>
<td>-.59***</td>
<td>-.77***</td>
<td>-.26***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. AI Rights Activism</td>
<td>.36***</td>
<td>.53***</td>
<td>.52***</td>
<td>.75***</td>
<td>.24***</td>
<td>-.80***</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. AI Policy Support</td>
<td>.43***</td>
<td>.60***</td>
<td>.55***</td>
<td>.72***</td>
<td>.30***</td>
<td>-.81***</td>
<td>.77***</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>9. Donation Amount</td>
<td>-.03</td>
<td>.09</td>
<td>.06</td>
<td>.12*</td>
<td>.17**</td>
<td>-.15**</td>
<td>.10</td>
<td>.13*</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>36.38</td>
<td>54.76</td>
<td>1.92</td>
<td>3.15</td>
<td>17.29</td>
<td>5.00</td>
<td>2.67</td>
<td>2.50</td>
<td>0.29</td>
</tr>
<tr>
<td>(S.D.)</td>
<td>(20.18)</td>
<td>(22.68)</td>
<td>(1.35)</td>
<td>(1.97)</td>
<td>(4.78)</td>
<td>(1.64)</td>
<td>(1.66)</td>
<td>(1.01)</td>
<td>(0.53)</td>
</tr>
</tbody>
</table>

*Note. Uncorrected p-values reported. All p-values remained significant with FDR correction. *p < .05, **p < .01, ***p < .001*
An exploratory factor analysis (EFA) using maximum likelihood estimation and oblique oblimin rotation explored the latent factor structure of moral consideration. Multiple models are typically explored in EFA, and we explored six models (see Table 6). The six-factor model demonstrated the best fit: $\chi^2 (490) = 1152.23$, $p < .001$, TLI = 0.88, RMSEA = 0.069 (90% confidence interval [C.I.] = 0.064 - 0.074). The scree plot suggested between four and six factors and the parallel analysis suggested six factors (see supplemental results for these visualizations). Future sentience value, scope of justice, rights activism, and policy support items formed the Practical Consideration factor (see Table 7). Seven of the 12 moral expansiveness items formed the Comfortable Expansion factor. The perception of current AIs’ emotional capacities and current sentience value formed the Current Emotion factor. The perception of future AIs’ emotional capacities formed the Future Emotion factor. The Cognition Perception factor was comprised of the perception of current and future AIs’ cognitive capacities. Moral expansiveness to apple trees, robots, and AIs comprised the Novel Expansion factor. The eigenvalues of the six factors ranged from 7.79 to 1.76.

### Table 6

<table>
<thead>
<tr>
<th>Moral Consideration Factor Models</th>
<th>$\chi^2$</th>
<th>df</th>
<th>TLI</th>
<th>RMSEA (90% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moral Consideration - 1 Factor</td>
<td>4280.10***</td>
<td>665</td>
<td>0.50</td>
<td>0.139 (0.135 - 0.143)</td>
</tr>
<tr>
<td>Moral Consideration - 2 Factors</td>
<td>3285.46***</td>
<td>628</td>
<td>0.61</td>
<td>0.122 (0.118 - 0.127)</td>
</tr>
<tr>
<td>Moral Consideration - 3 Factors</td>
<td>2673.19***</td>
<td>592</td>
<td>0.68</td>
<td>0.111 (0.107 - 0.116)</td>
</tr>
<tr>
<td>Moral Consideration - 4 Factors</td>
<td>2016.08**</td>
<td>557</td>
<td>0.76</td>
<td>0.096 (0.092 - 0.101)</td>
</tr>
<tr>
<td>Moral Consideration - 5 Factors</td>
<td>1365.60***</td>
<td>523</td>
<td>0.85</td>
<td>0.075 (0.071 - 0.081)</td>
</tr>
<tr>
<td>Moral Consideration - 6 Factors</td>
<td>1152.23***</td>
<td>490</td>
<td>0.88</td>
<td>0.069 (0.064 - 0.074)</td>
</tr>
</tbody>
</table>

*Note. $\chi^2$ = chi-square test of model fit; TLI = Tucker-Lewis index; RMSEA = root-mean square error of approximation **$p < .01$, ***$p < .001*

Three items cross-loaded: moral expansiveness (robot), moral expansiveness (AI), and the perception of current AIs’ self-control. The moral expansiveness (robot, AI) items cross-loaded on the Novel Expansion factor and the Practical Consideration factor. The self-control item cross-loaded on the Current Emotion factor and the Cognition Perception factor. Two items did not load on any factor: moral expansiveness (family members), moral expansiveness (coral reefs). These six factors correspond roughly to three conceptual dimensions: mind perception, psychological expansion, and practical consideration.

### Table 7

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CMP 1 (emotions)</td>
<td>0.03</td>
<td>-0.03</td>
<td>0.89</td>
<td>0.11</td>
<td>0.00</td>
<td>-0.04</td>
</tr>
<tr>
<td>CMP 2 (feelings)</td>
<td>0.04</td>
<td>-0.03</td>
<td>0.93</td>
<td>0.07</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>CMP 3 (emotional)</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.87</td>
<td>0.04</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>CMP 4 (self-control)</td>
<td>-0.08</td>
<td>0.02</td>
<td>0.37</td>
<td>-0.11</td>
<td>0.60</td>
<td>0.13</td>
</tr>
<tr>
<td>CMP 5 (analytically)</td>
<td>-0.01</td>
<td>-0.05</td>
<td>0.06</td>
<td>-0.05</td>
<td>0.69</td>
<td>0.08</td>
</tr>
<tr>
<td>CMP 6 (rational)</td>
<td>0.05</td>
<td>0.02</td>
<td>0.17</td>
<td>-0.14</td>
<td>0.82</td>
<td>-0.04</td>
</tr>
<tr>
<td>FMP 1 (emotions)</td>
<td>0.06</td>
<td>-0.01</td>
<td>0.05</td>
<td>0.90</td>
<td>0.00</td>
<td>-0.03</td>
</tr>
<tr>
<td>FMP 2 (feelings)</td>
<td>0.01</td>
<td>0.00</td>
<td>0.08</td>
<td>0.93</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
An exploratory k-means cluster analysis of moral consideration outcomes and specific emotions suggested that three clusters, along a gradient, best represented the different groups of participants (see Figure 2). To perform this clustering, the data were first standardized. Then, 2-6 clusters of observations were explored using Euclidean distance estimates of similarity over 10 iterations with 30 multiple initial configurations. The average silhouette method (Rousseeuw, 1987) and the gap statistic (Tibshirani et al., 2001) were employed to assess the number of clusters. The three-cluster model was selected based on the silhouette method results (two clusters), the gap statistic results (eight clusters), and visualization of clusters.

Cluster 2 comprised 63 participants who felt positively towards AIs, perceived more mind in current and future AIs, valued the sentience of current and future AIs, were more morally expansive, scored lower on the scope of justice measure, and were more supportive of AI rights. Cluster 3 comprised 110 participants with the opposite position: lower positive emotions, less mind perception and sentence value, less morally expansive, higher on scope of justice, less supportive of rights. Cluster 1 comprised 110 participants with moral consideration between the high and low inclusion clusters with positive emotions at the midpoint. Moral consideration co-occurred with positive emotions, with people exhibiting degrees of moral consideration consistent with large,

| FMP 3 (emotional) | -0.02 | 0.00 | 0.09 | 0.86 | 0.04 | 0.01 |
| FMP 4 (self-control) | 0.05 | 0.02 | -0.04 | 0.29 | 0.49 | -0.03 |
| FMP 5 (analytically) | -0.01 | -0.01 | -0.15 | 0.16 | 0.67 | -0.01 |
| FMP 6 (rational) | 0.07 | 0.02 | -0.17 | 0.20 | 0.74 | -0.11 |
| CSV | 0.34 | 0.01 | 0.45 | 0.03 | -0.06 | 0.20 |
| FSV | 0.62 | -0.02 | -0.06 | 0.33 | -0.02 | 0.07 |
| MES 1 (family member) | 0.00 | 0.13 | -0.18 | -0.10 | 0.09 | -0.11 |
| MES 2 (neighbor) | -0.06 | 0.70 | -0.06 | 0.00 | -0.02 | -0.09 |
| MES 3 (different religion) | -0.04 | 0.78 | 0.01 | 0.07 | 0.04 | -0.05 |
| MES 4 (charity worker) | 0.01 | 0.70 | 0.05 | -0.08 | -0.02 | -0.03 |
| MES 5 (refugee) | 0.02 | 0.68 | -0.15 | 0.03 | 0.06 | 0.00 |
| MES 6 (murderer) | 0.01 | 0.43 | 0.00 | -0.03 | 0.02 | -0.03 |
| MES 7 (chimpanzee) | 0.09 | 0.57 | 0.02 | -0.11 | -0.06 | 0.26 |
| MES 8 (chicken) | 0.02 | 0.49 | 0.09 | 0.01 | -0.07 | 0.28 |
| MES 9 (apple tree) | -0.06 | 0.28 | 0.11 | 0.06 | -0.03 | 0.46 |
| MES 10 (coral reef) | 0.04 | 0.27 | -0.08 | 0.10 | 0.06 | 0.29 |
| MES 11 (robot) | 0.37 | 0.13 | 0.15 | 0.16 | -0.08 | 0.35 |
| MES 12 (AI) | 0.39 | 0.16 | 0.11 | 0.12 | -0.01 | 0.37 |
| SJ 1 | -0.69 | 0.07 | 0.01 | -0.08 | -0.12 | -0.23 |
| SJ 2 | -0.71 | 0.08 | -0.08 | -0.07 | 0.01 | -0.15 |
| SJ 3 | -0.72 | 0.07 | -0.02 | -0.05 | -0.01 | -0.20 |
| RA 1 | 1.00 | 0.00 | 0.01 | -0.04 | 0.00 | -0.13 |
| RA 2 | 0.93 | 0.05 | 0.05 | -0.04 | 0.00 | -0.18 |
| RA 3 | 0.87 | 0.04 | 0.07 | 0.02 | -0.05 | -0.13 |
| PS 1 | 0.53 | -0.05 | -0.13 | 0.05 | 0.18 | 0.24 |
| PS 2 | 0.57 | -0.02 | -0.01 | 0.03 | 0.05 | 0.19 |
| PS 3 | 0.56 | 0.04 | -0.08 | 0.14 | 0.08 | 0.18 |
| PS 4 | 0.56 | -0.03 | 0.07 | 0.08 | 0.02 | 0.19 |
| PS 5 | 0.55 | 0.01 | 0.08 | 0.15 | 0.08 | 0.16 |
| PS 6 | 0.52 | 0.01 | 0.05 | 0.18 | 0.11 | 0.19 |

Note. CMP = Current Mind Perception; FMP = Future Mind Perception, CSV = Current Sentience Value; FSV = Future Sentence Value; MES = Moral Expansiveness; SJ = Scope of Justice; RA = Rights Activism; PS = Policy Support. Factor loadings ≥ .35 are in boldface. KMO = 0.91, Bartlett’s test of sphericity χ²(703) = 8407.05, p < .001
moderate, and small moral circles (see supplemental results for means and ANOVAs comparing the three clusters on moral consideration and emotion indices).

**Figure 2**

*Moral Consideration and Emotion Clusters*

![Figure 2](image)

*Note.* Three clusters best characterized moral consideration and positive emotions.

### 5.3 Exploratory Generational Cohort Effects

Do people from different generational cohorts extend different degrees of moral consideration to AIs? We conducted exploratory (not preregistered) one-way ANOVAs with FDR-corrected post-hoc pairwise comparisons to explore moral consideration by generational cohort. We categorized people into four cohorts (Generation Z = 18-25, Millennial = 26-41, Generation X = 42-57, Boomer = 58-76) using Pew Research Center’s cohort specifications (Dimock, 2019). The ANOVA results are in Table 8.

**Table 8**

<table>
<thead>
<tr>
<th>Generational Cohort ANOVAs</th>
<th>Outcome</th>
<th>Generation Z M (SD)</th>
<th>Millennial M (SD)</th>
<th>Generation X M (SD)</th>
<th>Boomer M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Mind Perception</td>
<td>37.26 (18.73)</td>
<td>38.73 (21.25)</td>
<td>30.83 (18.79)</td>
<td>31.45 (19.79)</td>
<td>F(3, 279) = 2.35, p = .073</td>
</tr>
<tr>
<td>Future Mind Perception</td>
<td>59.63 (21.34)</td>
<td>55.17 (22.55)</td>
<td>49.53 (24.63)</td>
<td>46.00 (20.01)</td>
<td>F(3, 279) = 3.30, p = .021</td>
</tr>
</tbody>
</table>
Evaluating the Predictors

Substratism, sci-fi fan identity, techno-animism, and positive emotions consistently and strongly predicted moral consideration, especially scope of justice, rights activism, policy support, future mind perception, and future sentience value. In general, predictors like human-AI overlap that are closely and explicitly related to human-AI interactions outperformed other predictors. Global citizenship and human-centric norms were also consistent predictors, highlighting the importance of expansiveness. Anthropomorphism was a less consistent predictor than expected given the importance granted to it in previous research (e.g., Coeckelbergh, 2021; Giger et al., 2019; Li & Sung, 2021; Złotowski et al., 2015). Anthropomorphism only predicted current mind perception and current sentience value, suggesting that individual differences in anthropomorphism may be less important to the moral consideration of AIs as a group than to outcomes not included in this study such as successful interpersonal interactions with robots. The strongest predictor of donation behavior was having a diet with restrictions on animal products. This was unsurprising, given the two organizations donated to most were Mercy For Animals and World Wildlife Fund (see supplemental results for more details on donations).

Some predictors were less impactful than expected: construal level, future orientation, SDO, realistic and identity threats, and negative emotions. SDO was low in this sample (M = 2.26, S.D. = 1.27), and was less correlated with substratism than expected (r = .16, p = .022) given previous research showing a moderate positive correlation between SDO and speciesism (Caviola et al., 2019). This might indicate a potential psychological separation between SDO and substrate-based prejudice. Realistic threat’s lack of impact was surprising given the literature on AIs as an existential risk (e.g., Bostrom, 2013), which may indicate these risks are not particularly salient in the context of moral and social integration. Identity threat had low reliability that constrained our interpretations of its effects; perhaps identity threat from AIs is not a robust unidimensional construct underpinned by threats to human uniqueness, as previously suggested (Złotowski et al., 2017). Alternatively, perceiving threats from AIs may depend upon a threatening context being activated such as reading about AIs’ creativity surpassing humans’ creativity or reading about AIs replacing human workers. Mental representations of AIs may be innocuous without a salient threat.
A third possibility stems from the type of relationship that threat has with moral consideration. Hierarchical regressions assume a linear relationship. As preregistered, we also tested whether threat might have a quadratic relationship with moral consideration. A quadratic relationship could show moral patiency at moderate threat, denial of patiency at low threat, and prejudice at high threat. Our analysis failed to substantiate a clear linear or quadratic relationship. Identity threat did exhibit a quadratic relationship with future sentence value, scope of justice, rights activism, and policy support (see supplemental results) but realistic threat had no quadratic relationships. Future research on this relationship with a more extensive suite of threat measures would be beneficial.

The empirical study of substratism and techno-animism have been neglected. Future research on substratism could focus on the pervasiveness of this composition-based prejudice and how interventions such as contact or social norms campaigns might reduce substratism. The extent to which techno-animism affects interactions with and attitudes towards AIs could be the subject of future cross-cultural research on the adoption and treatment of AI technologies around the world. Better understanding techno-animism may improve our understanding of its differing effects from anthropomorphism and deepen our understanding of the impact of animism compared to anthropomorphism.

More research is also needed on the impacts of science fiction imaginaries on moral consideration. Science fiction could increase the moral consideration of AIs because of narrative persuasion, character identification, perspective-taking, or increased social skill building with fictional AIs. Another line of inquiry could question the importance of sci-fi fan identity when AIs are conceptualized in a deliberately non-sci-fi context (e.g., the next version of a home assistance device, Japanese Society 5.0, Chinese New Generation Artificial Intelligence). Science fiction could also affect moral consideration through social identification with future technological worlds. Will sci-fi fan identity matter as we approach these technological futures and AIs become more sophisticated in the real world, perhaps making sci-fi scenarios less unique and compelling?

6.2 Evaluating Moral Consideration

Three conceptual dimensions of moral consideration emerged from the analyses: mind perception, psychological expansion, and practical consideration. Mind perception reflected attributions of cognitive and emotional capacities and depended upon the temporal position of AIs. Psychological expansion reflected a tendency to include human and nonhuman entities in the moral circle, although there was some evidence that expansion to robots and AIs differed from expansion to other nonhumans. Practical consideration encompassed the scope of justice, rights activism, and policy support measures and was defined by stances on fairness, resource sharing, and support for rights. These broad types of moral consideration may conceptually map on to institutional-level moral circle expansion and individual-level moral circle expansion. Scope of justice, rights activism, and policy support might reflect an institutional-level expansion because of their focus on sharing societal resources with AIs. Psychological expansion and mind perception might reflect individual-level moral circle expansion because of their focus on individuals’ psychologically-rooted moral boundaries and perceptions of AIs.

We recommend that researchers interested in moral consideration disentangle these different phenomena. The scope of justice, rights activism, and policy support measures might be more useful to researchers seeking to clarify and advance the study of AI rights. Those interested in individuals’ moral circle expansion might want to focus on moral expansiveness and donation
behavior. Researchers interested in clarifying moral judgments regarding agency and patiency could continue to rely on mind perception.

Given that evaluations of current and future entities were positively related but distinct, we emphasize the need to specify which AIs are being mentally represented by participants, either currently existing or imagined future entities. Mind perception studies with unspecified AI temporality may not generalize between current and future time periods nor be applicable to recommendations for future AI rights policies (see de Graaf et al., 2021 for more on public support for robot rights). This seems especially important to studying moral consideration, given that cognitive capacities were perceived as similar for current and future AIs but emotional capacities were perceived differently. People extend moral consideration when they perceive valenced affective or emotional capacities, making recognition of emotional capacities critical to moral consideration.

Preparation for sentient, socially complex AIs with affective capacities is necessary. Many researchers have argued that we should build conscious, sentient, and socially complex AIs (Giger et al., 2019; Paiva et al., 2018; Sciutti et al., 2018; Oliveira et al., 2018; Admoni & Scassellati, 2017; Wiese et al., 2017; Kanai, 2017), though Metzinger (2021) argued that we should not. Legal frameworks for AIs’ rights are one way for institutions to extend practical consideration and prepare for fully autonomous AIs in a society with ubiquitous human-AI relations (Chessman, 2018; Darling, 2012). Studies examining the antecedents to psychological expansion and perceiving AIs’ minds could focus on interventions to help individuals recognize the experiential capacities of AIs and consider their inclusion in the moral circle. The results of our study suggest that people may need training to overcome a bias against the existence of minds in contemporary AIs. The exploratory ANOVAs showed generational differences in moral consideration. Generational differences may influence the effectiveness of individual interventions and institutional frameworks like New Generation Artificial Intelligence in China, Industry 4.0, and Society 5.0 in Japan. Generation Z and Millennials were statistically like each other in extending more moral consideration to AIs than Generation X and Boomers who were statistically alike. Mind perception for current AIs, moral expansiveness, and donation behavior were equivalent across generations suggesting that certain aspects of moral consideration may be universal.

Could the moral consideration of AIs generalize? In the cluster analysis, moral consideration and positive emotions appeared as a gradient rather than clearly differentiated clusters. Positive emotions coincided with more moral consideration of AIs. This gradient could suggest that moral consideration of AIs could be increased if positive emotions can be engendered. Moral consideration of this traditionally excluded group may lead to generalized moral consideration of other groups, akin to how attitudes can generalize across groups and stimuli (Pettigrew, 1997; Shook et al., 2007) and how positive emotions broaden and build socio-emotional resources (Fredrickson, 2013; Mesurado et al., 2021). The correlations of donation behavior (primarily to animal-focused organizations) with future sentience value, moral expansiveness, scope of justice, and policy support suggest that moral consideration may generalize from animals to AIs (or vice versa). Although this type of generalization may not have universal benefits (e.g., Gamez-Djokic & Waytz, 2020), we think it is a promising and important avenue for future research. Furthermore, some researchers have suggested that HRI could enhance the moral consideration of animals (Coghlan et al., 2019) and that HRI could facilitate a common human bond that reduces human intergroup prejudices (Jackson et al., 2020).

Finally, future research could pursue the study of robots alongside other AIs as members of the same domain of entities. Continued separation of the two might lead to a false dichotomy of
 robots and AIs with epistemological and moral consequences. Robots and AIs vary along multiple dimensions such as purpose, embodiment, social complexity, human-likeness, and algorithmic basis. Despite this diversity, most robots will likely be AIs or possess some degree of AI. Is robotic embodiment a prerequisite for moral consideration? Is the moral consideration extended to robots (i.e., embodied AIs) different from that extended to non-embodied AIs? Should it be? Does the moral consideration of some AIs (e.g., social robots) generalize to the moral consideration of other AIs (e.g., algorithms)? Does the moral consideration of AI subtypes (e.g., social robots, whole brain emulations) build on the same psychological predictors outlined here for AIs as a general group? Answers to questions like these may shape the socio-political and moral relationships between humans and AIs as well as our understanding of how subtypes of AIs relate to each other.

6.3 Limitations

Participants might have had different understandings from each other and from researchers of terms that we did not define within the survey, like “rights” and “suffering,” which could affect the interpretation of results. We defined some terms, like “robots/AIs,” to establish common ground. We relied on participants’ pre-existing understanding of common terms like “suffering.” This strategy enabled us to study lay conceptions without imposing researcher definitions which could bias responses to this nascent topic.

The definition of “robots/AIs” we used had limitations. We grouped “robots/AIs” rather than asking participants about a specific AI. HCI and HRai research shows that humans respond differently to different AIs (e.g., Hancock et al., 2021; B. Zhang, 2021). Although our approach lacks this specificity, we believe it innovates by focusing on AIs as a novel social group. This approach may inform legislative and regulative frameworks for all AIs, like those that have been developed for all humans (e.g., “human rights”) and animals (e.g., “animal welfare”).

We used the term “artificial being” instead of “artificial entity” to increase the concreteness and specificity of the definition. “Artificial entity” commonly refers to “corporation” and is more abstract than “artificial being.” “Being” and “entity” are also synonyms, referring to a “thing” or “state” of existence (Pauketat, 2021). Some philosophical conceptions of “being” and “entity” suggest an ontological difference between the two with “being” linking more closely than “entity” to moral status granting concepts like “personhood” and “life” (Geertsema, 2018; Heidegger, 1996; White, 2013).

The current study innovated by asking about moral positions towards AIs and the value of current and future AIs’ feelings. We cannot rule out the possibility that participants projected their affect onto these evaluations given the novelty of evaluating AIs’ capacities. However, evaluations were made towards AIs as a group rather than a specific AI, limiting the possibility of interpersonal attachment and projected relational warmth. Further, we asked how people feel towards AIs without mentioning specific capacities. These questions targeted participants’ emotions towards AIs, reducing the likelihood of diffuse projection. These results establish an important baseline for how people feel toward AIs even without specifying certain capacities.

6.4 Conclusion

The current research contributes twofold to understanding the moral consideration of AIs: investigating psychological predictors and examining the dimensions of moral consideration.
Previously understudied psychological phenomena within HRI and HCI (i.e., substratism, technonimism, sci-fi fan identity) along with positive emotions had the strongest and most consistent effects. Three conceptual dimensions of moral consideration emerged, implying a need to develop institutional-level practical consideration like legal frameworks and individual-level psychological expansion and mind perception interventions to develop an expansive moral circle and recognize AIs’ emotional capacities. These findings lay the foundation for research on the moral consideration of AIs that will underpin necessary preparations for living with socially complex AIs now and increase our capacity to think about and prepare for the possibility of people interacting with sentient AIs in the future.
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