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Abstract

The moral consideration of intelligent artificial entities (e.g., robots, virtual personal assistants) is a 

topic of growing academic interest. Studies have identified a range of features that are associated 

with the moral consideration of such entities, often in the context of two accounts: mind perception 

and humanness (i.e., anthropomorphism and dehumanization). The present study brings together 

and builds on this growing body of research by evaluating the relative importance of the various 

features of moral consideration. We conducted an online conjoint experiment in which 1,163 

participants evaluated 30,238 profiles of artificial entities that randomly varied on 11 features. All 

11 features affected the extent to which participants consider it morally wrong to harm an artificial 

entity. The two most important features were an entity’s capacity for emotion expression and moral 

judgment. These were followed by emotion recognition, cooperation, and the entity’s body (in 

particular, having a human-like physical body). Overall, the results provide support for a humanness

account of moral consideration: the more human-like artificial entities are perceived to be in their 

mental, physical, and behavioral characteristics, the more moral consideration they are given. 

Within the humanness account, the study supports the view that capacities that are associated with 

the “human nature” dimension more strongly affect moral consideration than capacities associated 

with the “uniquely human” dimension, but both dimensions positively affect moral consideration.

Keywords: Morality; Humanness; Mind perception; Artificial intelligence; Conjoint experiment
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1 Introduction

There is growing concern and interest from a range of academic fields about the integration 

of intelligent artificial entities into society (Bostrom & Yudkowsky, 2014; Gunkel, 2018; Harris & 

Anthis, 2021; Reeves & Nass, 1996; Vanman & Kappas, 2019). Within this body of research, an 

important question is whether such entities will be granted moral consideration (Anthis & Paez, 

2021, de Graaf et al., 2021; Lima et al., 2020; Martínez & Winter, 2021). This question has been 

studied in the context of two key psychological accounts: mind perception, on which entities are 

granted moral consideration to the extent that they are perceived as having mental states (H. M. 

Gray et al., 2007; K. Gray et al., 2012), and humanness, comprising anthropomorphism (Epley et 

al., 2007; Waytz, Cacioppo, et al., 2010) and dehumanization (Haslam, 2006; Haslam et al., 2012), 

on which the extent to which entities are perceived as having human-like characteristics affects how

much moral consideration they are granted. 

In the context of these two accounts, researchers have found evidence for a range of features

of artificial entities that are associated with their moral consideration, such as the entity’s physical 

body (e.g., Küster et al., 2020; Riek et al., 2009) and emotional capacities (e.g., Lee et al., 2019; 

Nijssen et al., 2019). However, an important question remains: What are the relative effects of these

features on moral consideration? For example, how important is an artificial entity’s physical body 

compared with their capacity for emotion expression? How important is their degree of autonomy 

compared with their language capacities? The mind perception and humanness accounts make 

different predictions about these relative effects, so understanding them can help us to understand 

which of them provides a better account of how humans extend moral consideration to artificial 

entities. 

In the present study we conducted a conjoint experiment to estimate the effects of 11 

features on the moral consideration of artificial entities. This methodology is growing in application

in the social sciences (Bansak et al., 2021a; Hainmueller et al., 2014), including in the context of 

moral issues relating to new technologies (Awad et al., 2018; Kodapanakkal et al., 2020). Because 
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conjoint experiments involve the estimation of the effects of a large number of features 

simultaneously on the same dependent variable, they enable us to straightforwardly evaluate the 

relative importance of the different features. A second benefit of conjoint experiments is that they 

isolate the effects of each feature in a way not possible in conventional experiments when a feature 

(e.g., human-like physical body) is correlated with other features (e.g., emotion expression) not 

included in the study (Bansak et al., 2021b). This aspect of the design also provides insights into the

strength of mind perception and humanness as accounts of the moral consideration of artificial 

entities, because in some cases they make different predictions about the isolated effects of features.

The next sections provide more detail on these two accounts and their predictions.

1.1 Mind Perception

A study conducted by H. M. Gray et al. (2007) found evidence that people perceive minds 

along two dimensions: agency and experience. Agency is the capacity to plan and act, and includes 

capacities such as self-control, memory, morality, emotion recognition, and planning. Experience is 

the capacity to sense and feel, and is captured by capacities such as fear, pain, desire, personality, 

and joy. They also found that these two dimensions of mind are associated with two different 

aspects of morality. In particular, they found that when an entity is perceived as having agency, they

are assigned moral responsibility, and become subjects of praise or blame for their actions, and that 

when an entity is perceived as having experience, they are assigned moral patiency and granted the 

right to be protected from harm. The study found that both of the dimensions are positively 

correlated with attributions of moral patiency, but the experience dimension was a stronger 

predictor of patiency and the agency dimension a stronger predictor of responsibility.

K. Gray et al. (2012) extended the theory, arguing that mind perception is the “essence” of 

morality. They proposed that all moral violations are perceived as having an intentional agent and a 

harmed patient. In this moral dyad, when we witness an entity being harmed, we assume there is an 

entity causing the harm, and when we witness an entity causing harm, we assume there is an entity 

that is being harmed. According to the related moral typecasting theory, entities are typecast as 
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either moral agents or moral patients, and these categories are inversely correlated so that if an 

entity is considered to be a moral agent they are granted less moral patiency, and vice versa (K. 

Gray & Wegner, 2009).

According to the mind perception account, then, we should expect that artificial entities that 

are described as having capacities indicative of experience should be granted greater moral 

consideration. The relationship with features indicative of agency is less clear. H. M. Gray et al. 

(2007) suggests there should be a positive relationship with moral patiency, though it should be 

weaker than the relationships with features indicative of experience. Moral typecasting theory (K. 

Gray & Wegner, 2009) implies that the presence of such features may result in entities being 

typecast as moral agents instead of moral patients, and therefore granted lesser moral consideration.

1.2 Humanness

Much research on human interaction with artificial entities has focused on 

anthropomorphism (e.g., Fink, 2012; Złotowski et al., 2015). Anthropomorphism is the ascription of

human-like properties, characteristics, or mental states to nonhuman entities (Epley et al., 2007). 

Research suggests that when we anthropomorphize entities we also grant them greater moral 

consideration. Waytz, Cacioppo, et al. (2010) found that people who score higher on the Individual 

Differences in Anthropomorphism Questionnaire are more likely to consider it wrong to harm 

various nonhuman entities, including a chess-playing computer. Epley et al. (2007) propose a range 

of cognitive and motivational determinants for when we are likely to anthropomorphize an entity, 

such as an entity’s degree of morphological similarity with humans and our motivation to 

understand the entity’s behavior. 

Dehumanization is often considered to be the inverse process to anthropomorphism (Waytz, 

Epley, et al., 2010; although see Złotowski et al., 2014; Złotowski, Sumioka, et al., 2017). In the 

same way nonhuman entities can be ascribed human-like traits, entities can be denied them. 

Haslam et al. (2005) found evidence that people perceive two distinct senses of humanness. Firstly, 
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there are traits that we believe make us “uniquely human” and separate us from other animals, such 

as language, higher-order cognition, and civility. Secondly, there are “human nature” traits that, 

while not unique to humans, are considered to be a fundamental or essential part of being human, 

such as emotion, interpersonal warmth, and openness. Haslam (2006) developed a model of 

dehumanization where people can be denied their humanness along either of these dimensions. 

When a person is denied uniquely human traits, they are likened to nonhuman animals, and when 

they are denied human nature traits, they are likened to objects or machines. Importantly, nonhuman

entities can be dehumanized—they can be denied traits that are typically considered to be important

for humanity, and as a result, they can also suffer the consequences of dehumanization—even 

though they were not seen as fully human in the first place (Haslam et al., 2012).

In a manner analogous to the mind perception account, Bastian et al. (2011) mapped these 

two dimensions of humanness onto morality. They distinguished three aspects of morality: the 

capacity for being morally responsible for immoral behavior, which they term inhibitive agency; the

desire to engage in moral behavior, which they term proactive agency; and being a recipient of 

moral behavior, which they term moral patiency. They theoretically mapped the inhibitive agency 

aspect of morality onto human uniqueness and the moral patiency aspect onto human nature. 

Because an important aspect of human nature is interpersonal warmth, they also mapped proactive 

agency onto human nature. In two studies, they found empirical evidence that the human nature 

dimension is associated with moral patiency and attributions of moral praise, and the human 

uniqueness dimension is associated with attributions of moral responsibility and blame.

With respect to artificial entities, then, the humanness account suggests that entities with 

human nature traits would be strongly granted moral consideration. The relationship with human 

uniqueness attributes is less clear: On the one hand, some evidence suggests that, similar to 

predictions of moral typecasting theory, uniquely human characteristics may result in an entity 

being considered a moral agent rather than a moral patient (Bastian et al., 2011). On the other hand, 

some studies suggest that the denial of such capacities can reduce moral consideration (e.g., Cuddy 
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et al., 2007; Leidner et al., 2010). Moreover, denial of human uniqueness characteristics is 

associated with comparisons to nonhuman animals, and such comparisons are often associated with 

reduced moral consideration (e.g., Goff et al., 2008). In general, society’s treatment of nonhuman 

animals also implies that lacking uniquely human characteristics can result in reduced moral 

consideration (e.g., Caviola et al., 2019).

1.3 Convergent and Divergent Predictions of the Two Accounts

There is much convergence between the two accounts described above, particularly overlap 

between the agency dimension of mind perception and the uniquely human dimension of 

humanness, and overlap between the experience dimension of mind perception and the human 

nature dimension of humanness (Haslam & Loughnan, 2014). However, there are also some 

important differences (Haslam, 2012; Li et al., 2014). In the context of the present study, there are 

two key differences to consider. First, the humanness account captures a broader range of capacities 

than the mind perception account. The mind perception account is concerned only with mental 

states and considers them to be the “essence” of morality; behavioral and physical features only 

matter through their effect on perceptions of agency and experience. On the humanness account, 

however, other characteristics associated with being human, such as an entity’s behavior and 

appearance, should be important in themselves. Because the conjoint design includes multiple 

features simultaneously, we can better isolate the effects of such features and understand whether 

they are important in themselves.

Second, the two accounts categorize some capacities differently. In particular, proactive 

agency features are associated with human nature on the humanness account and therefore should 

be strongly predictive of moral consideration. On the mind perception account, such features are 

aspects of agency rather than experience and therefore should have relatively weak (potentially 

negative) effects on moral consideration. An example of such a feature is emotion recognition, 

which is an aspect of agency according to H. M. Gray et al. (2007) but more plausibly fits with 
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human nature on the humanness account as an aspect of proactive agency. In the next section we 

describe the 11 features tested in this study and how each account categorizes them.

1.4 Features of Moral Consideration for Artificial Entities

Which specific features of artificial entities are most important for predicting whether they 

will be granted moral consideration? We addressed this question in two ways. First, we reviewed 

the relevant empirical literature, much of which has been carried out in the context of the two 

theoretical accounts described in the previous section. Second, we carried out a pretesting study that

asked respondents about their views on the importance of a range of features for the moral 

consideration of artificial entities, full details of which can be found in the Supplementary 

Materials. On the basis of these two methods, we arrived at a final list of 11 key features that we 

included in the present study. To avoiding positing the presence of unobservable internal mental 

states, which is a key uncertainty with artificial—and indeed all—entities (Gellers, 2020; Gunkel, 

2018), we focused on observable functional and behavioral characteristics. For example, we refer to

“emotion expression,” which implies the capacity to experience emotions but remains a concrete, 

observable property of an entity. We summarize the predictions of the mind perception and 

humanness accounts and the empirical evidence for each of the 11 features below.

1.4.1 Autonomy

There are multiple definitions of autonomy in the literature (Beer et al., 2014). For the 

purposes of the present study, we use the term to refer to the capacity to behave independently, 

without the need for human control or supervision. Since this feature concerns the capacity to act in 

the world rather than to experience the world, the mind perception account would categorize it as 

agency, and therefore it should have a relatively weak effect on moral consideration. It is also 

plausibly an aspect of humanness—Darling (2016) identifies autonomy as one of three key features 

that lead to artificial intelligence (AI) being anthropomorphized, and Kahn et al. (2007) identifies it 

as one of the key psychological benchmarks for creating human-like robots. Since it involves 

controlling oneself, it is plausibly an aspect of inhibitive agency and thus human uniqueness, and 
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therefore should have a relatively weak effect on moral consideration. The existing empirical 

evidence suggests that it positively affects moral consideration. Lima et al. (2020) found that 

describing an artificial entity as “fully autonomous” increased the extent to which people think they 

should be granted rights, and Chernyak and Gary (2016) found that children ascribed greater moral 

consideration to a robot that appeared to move autonomously than one controlled by a human. 

However, Złotowski et al. (2017) found that people reported more negative attitudes towards social 

influence and emotional interactions with autonomous versus non-autonomous robots based on the 

Negative Attitudes Towards Robots scale (Nomura et al., 2004), and that this effect was mediated 

by threat perception.  Overall, we predicted that more autonomous artificial entities would be 

granted more moral consideration (H1).

1.4.2 Body

Much research has been done on whether the nature of an artificial entity’s physical body 

(e.g., human-like or mechanical) affects moral consideration. On the mind perception account, an 

entity’s body will be an important predictor of moral concern only insofar as it increases perception 

of mental states. Some studies have found that having a more human-like physical body increases 

mind perception (Abubshait & Wiese, 2017; Ferrari et al., 2016; K. Gray & Wegner, 2012). On the 

humanness account, an entity’s body would be important both because of its association with other 

human-like traits and in itself (Epley et al., 2007). While multiple studies have found positive 

effects of an entity having a human-like body on moral consideration and related outcomes (de 

Visser et al., 2016; Küster et al., 2020; Nijssen et al., 2019; Riek et al., 2009), it is sometimes 

unclear whether this is because of the entity’s body in itself or its association with other traits. 

Because the conjoint design includes multiple features alongside an entity’s body, it can better 

isolate its effect. There has been relatively less comparison of the moral consideration of embodied 

artificial entities and artificial entities without physical bodies. Some studies have found people 

have more positive attitudes (e.g., trustworthiness) and behaviors (e.g., time spent interacting) 

towards physical robots than digital agents (Kiesler et al., 2008; Powers et al., 2007), though Lima 
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et al. (2020) found no difference in respondents’ attribution of rights between describing artificial 

entities as “robots” and “AIs.” We predicted that entities with robot-like and human-like physical 

bodies would be granted more moral consideration than entities without physical bodies (H2).

1.4.3 Complexity

This feature refers to the complexity of the program an artificial entity runs to determine its 

behavior. Complexity doesn’t clearly map onto either dimension of mind perception, though it is 

plausibly an aspect of human uniqueness on the humanness account since it implies the existence of

higher-order cognitive capacities. On this basis it would be expected to have a relatively weak 

effect. There is little empirical research on people’s views of its importance, though Shank and 

DeSanti (2018) found that knowledge of an artificial entity’s program marginally increased mind 

attribution. We predicted that artificial entities that run more complex programs to determine their 

behavior would be granted more moral consideration (H3).

1.4.4 Cooperation

This feature refers to the extent to which an artificial entity behaves cooperatively with 

humans. The mind perception and humanness accounts diverge in their predictions with this feature.

While a positive effect on moral consideration is consistent with both accounts, on mind perception 

cooperation is plausibly an aspect of agency because it pertains to action rather than experience, and

therefore it should have a relatively weak effect. On the humanness account cooperation should 

map onto human nature since it is plausibly an aspect of proactive agency, and therefore it should 

have a relatively strongly effect on moral consideration. However, there is little empirical research 

on the effects of this feature on the moral consideration of artificial entities. One exception is

Bartneck et al. (2007) who found that people were more hesitant to turn off more agreeable robots. 

We hypothesized that artificial entities that are more cooperative would be granted more moral 

consideration (H4).
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1.4.5 Damage avoidance

This feature refers to the extent to which an artificial entity tries to avoid being damaged. 

Avoiding being damaged implies that an entity is the subject of negative sensory experience, and so 

this capacity should be strongly associated with moral consideration according to the mind 

perception account. The humanness account also predicts this feature should be important, since the

denial of human nature traits is associated with reduced perception that an entity can experience 

pain (Morris et al., 2018). Küster et al. (2020) and Ward et al. (2013) found that visibly harmed 

robots were granted more moral consideration than unharmed robots, Tanibe et al. (2017) found that

observing a damaged robot being helped increased mind perception and moral consideration,

Rosenthal-von der Pütten et al. (2013) found that people showed more moral consideration for a 

robot that had been tortured than one that had a friendly interaction, and Suzuki et al. (2015) found 

EEG evidence that people empathize with robots in painful situations. Although these studies 

focused on damage that had already been inflicted on an artificial entity rather than the entity trying 

to avoid being damaged, it seems plausible that the effects would generalize from the former to the 

latter case. We predicted that artificial entities that try to avoid being damaged to a greater extent 

would be granted more moral consideration (H5).

1.4.6 Emotion expression

The capacity to express emotions implies the experience of emotions, therefore the mind 

perception account predicts this feature should be strongly associated with moral consideration. 

Similarly, emotion is a component of human nature dimension of humanness, and so should also be 

strongly associated with moral consideration. Several empirical studies support this hypothesis. Lee 

et al. (2019) found that participants rated entities as being higher in moral standing when they were 

described as being able to feel. Nijssen et al. (2019) found that entities described as having 

experiences, particularly but not limited to emotional experiences, were less likely to be sacrificed 

in moral dilemmas. de Melo et al. (2015) found that people cooperated more with artificial entities 

that expressed emotions. Eyssel et al. (2010) found that robots that gave nonverbal emotional 
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feedback in a task were rated consistently higher than those that gave no emotional feedback on a 

range of measures including similarity to humans, likeability, closeness, and pleasantness of the 

interaction. However, research suggests that inconsistently expressed emotion in robots (e.g., a 

happy facial expression with a concerned voice) is associated with reduced likeability (Tsiourti et 

al., 2019). Moreover, the capacity for emotion expression has been linked to the uncanny valley, the

phenomenon where artificial entities make people feel uneasy (K. Gray & Wegner, 2012). Overall, 

however, we considered that the existing research supports the hypothesis that artificial entities that 

express emotions to a greater extent would be granted more moral consideration (H6). 

1.4.7 Emotion recognition

While emotion expression is widely studied in the literature, the effect of emotion 

recognition on moral consideration for artificial entities is more neglected. In this case mind 

perception theory and the humanness literature diverge in their predictions. According to the 

humanness account, this capacity should fall under the human nature aspect of humanness as it is an

aspect of emotion. It should, therefore, be strongly associated with moral consideration. On the 

mind perception account, however, emotion recognition is an aspect of agency (H. M. Gray et al., 

2007), and therefore should be relatively weakly associated with moral consideration. There is little 

existing empirical evidence for this feature, but we predicted that artificial entities that recognize 

emotions to a greater extent would be granted more moral consideration (H7).

1.4.8 Intelligence

There are many potential definitions of intelligence (Legg & Hutter, 2007). Following Legg 

and Hutter (2007), we emphasize the capacity for goal achievement, defining intelligence as 

involving the use of capacities such as memory, learning, and planning, to achieve goals. The mind 

perception account predicts that relevant capacities such as self-control, memory, and planning, 

should be more strongly associated with attributions of moral agency than patiency, and intelligence

is an aspect of human uniqueness rather than human nature on the humanness account. On both 

accounts, then, this feature should plausibly be less strongly or even negatively associated with 
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moral consideration. The empirical evidence on the importance of this feature is mixed. Supporting 

a weaker effect, Lee et al. (2019) found no effect of intelligence in robots on judgments of their 

moral standing, and Złotowski et al. (2014) found no effect on anthropomorphism. On the other 

hand, Bartneck et al. (2007) found that robot intelligence reduced participants’ destructive behavior 

towards robots when told to do so by an experimenter. Studies have also found intelligence to be 

important in the context of other nonhuman entities: Sytsma and Machery (2012) found that people 

found it more morally wrong to harm an alien species that is intelligent, and Piazza and Loughnan 

(2016) found that people consider intelligence an important factor when judging the moral standing 

of nonhuman animals. We predicted that more intelligent artificial entities would be granted more 

moral consideration (H8).

1.4.9 Language

This feature refers to the capacity for an artificial entity to communicate in human language.

With the development of increasingly advanced AI language models such as GPT-3, there is 

growing interest in the social implications of AI with the capacity for language (Dale, 2021; Floridi 

& Chiriatti, 2020). The mind perception account categorizes communication as an aspect of agency,

and the humanness account categorizes it as an aspect of human uniqueness. As with intelligence, 

then, this feature should be relatively weakly or even negatively associated with moral 

consideration. The empirical literature, which is fairly limited, suggests there are positive effects of 

AI speech capacities on outcomes relevant to moral consideration such as anthropomorphism

(Eyssel et al., 2012; Schroeder & Epley, 2016) and trust (Waytz et al., 2014). We predicted that 

artificial entities with stronger human language capacities would be granted more moral 

consideration (H9).

1.4.10 Moral judgment

This feature refers to the capacity for an artificial entity to behave on the basis of moral 

judgments. The effect of this feature also has mixed empirical and theoretical support. The mind 

perception account predicts that since moral judgment is an aspect of agency, it will be relatively 
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weakly or negatively associated with moral consideration. The humanness account is unclear: on 

the one hand, behaving morally can be considered an aspect of higher cognition and refinement

(Haslam, 2006), and so should be less strongly or negatively associated with ascriptions of moral 

patiency. On the other hand, it could be conceived of as part of proactive agency, which is an aspect 

of human nature and therefore should be strongly associated with moral consideration (Haslam et 

al., 2012). Empirical studies have found that entities that are harmful are dehumanized and granted 

less moral consideration than non-harmful entities (Khamitov et al., 2016; Piazza et al., 2014; 

Swiderska & Küster, 2020). This may suggest that behaving on the basis of moral judgments, which

presumably would be associated with reduced harmfulness, would be positively associated with 

moral consideration. Similarly, Bastian et al. (2013) found that people who commit stronger crimes 

are granted fewer traits associated with patiency, such as emotion, and Crimston et al. (2016) found 

that people consider criminals to be completely outside of their moral circles. Flanagan et al. (2021)

found that children ascribed greater moral patiency to robots that they deemed to have more moral 

responsibility. Overall, we considered the evidence favors the hypothesis that artificial entities that 

behave on the basis of moral judgments to a greater extent would be granted more moral 

consideration (H10).

1.4.11 Purpose

There has been much interest in studying human moral relations with social robots, that is, 

robots that serve a social purpose (e.g., Coeckelbergh, 2021; Tavani, 2018). However, advanced AI 

is being developed for many other uses, and so the question of moral consideration applies to those 

entities as well. According to the mind perception account, an entity’s purpose would be important 

to the extent that it results in ascriptions of mind. Wang and Krumhuber (2018) found that social 

robots were granted more emotional experience and moral patiency than economic robots, 

supporting this possibility. On the humanness account, this feature may be important in itself to the 

extent that behaving socially is considered an aspect of being human (Darling, 2016). By providing 

information on a range of other features alongside this feature, the conjoint design allowed us to 
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understand whether having a social purpose is important in itself or due to its effect on other 

capacities such as an entity’s mental states. We predicted that entities with a social purpose would 

be granted more moral consideration than entities with non-social purposes (H11).

2 Method

All hypotheses, methods and analysis for this study were preregistered at: 

https://osf.io/4r3g9/?view_only=2b9283dfc9284788bcf6154ca10c30b4. Survey materials, datasets, 

and code to run the analysis can be found at https://osf.io/sb753/?

view_only=f1d45129e49a4d0fb81888bc602b15ae.

2.1 Participants

We recruited participants from the United States from the platform Prolific 

(https://prolific.co/). Power analysis using the R package “cjpowR” (Freitag, 2021) indicated that a 

sample of 1137 participants would enable us to detect approximately the lower quartile effect size 

based on a sample of highly cited conjoint experiments (Schuessler & Freitag, 2020). In total, 1254 

people signed up for the study. After excluding 53 participants who did not complete the survey in 

full, 37 participants who failed at least one of two attention checks, and one duplicate response, our 

final sample consisted of 1163 participants (50.7% men, 47.9% women, 1.1% other, 0.3% prefer not

to say; Mage = 43.9, SDage = 16.2; 6.2% Asian, 12.2% Black or African American, 3% Hispanic, 

Latino or Spanish, 0.3% Native Hawaiian or other Pacific Islander, 73.4% White, 4% other, 0.8% 

prefer not to say).

2.2 Procedure and Design

After giving their consent to take part in the study, participants read some brief background 

information discussing the notion that it can be more or less morally wrong to harm different 

entities, and that we were interested in understanding their views on the moral wrongness of 

harming various artificial beings. We defined “artificial beings” as “intelligent entities built by 

humans, such as robots, virtual copies of human brains, or computer programs that solve problems, 

https://prolific.co/
https://osf.io/sb753/?view_only=f1d45129e49a4d0fb81888bc602b15ae
https://osf.io/sb753/?view_only=f1d45129e49a4d0fb81888bc602b15ae
https://osf.io/4r3g9/?view_only=2b9283dfc9284788bcf6154ca10c30b4
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that may exist now or in the future.” Participants were then told that they would be asked to 

complete a series of tasks and were given instructions for completing the tasks.

The conjoint experiment was a fully randomized partial-profile choice-based design. The 

“choice-based” aspect refers to the nature of the tasks: participants completed 13 choice tasks, each 

of which required them to decide which of two artificial beings they think it would be more morally

wrong for them to harm. Bansak et al. (2018) showed that the limit for the number of choice tasks 

that respondents can complete without negatively affecting the overall results due to satisficing is 

well above this number. The “partial-profile” aspect refers to the number of features presented in 

each task. In a “full-profile” design all features are presented in each task. In the present study, we 

randomly assigned seven of the 11 total features listed in Table 1 to each participant to include in 

each task. While Bansak et al. (2021) showed that the number of features in a study can be much 

higher than 11, we considered that the more abstract nature of our study in an unusual context 

favored a simpler partial-profile design. The seven features shown to each participant were held 

fixed throughout the experiment and presented in each task in the same order for each participant to 

ease cognitive burden (Hainmueller et al., 2014). For the same reason, key words of the features 

were highlighted in bold, as shown in Table 1. The levels of each feature, listed in column 3 of 

Table 1, were randomly selected with equal probability in each task. This randomization is the 

“fully randomized” aspect of the design. An example choice task is shown in Figure 1. 

Following the choice tasks, we asked participants the extent to which they understood the 

descriptions of the artificial beings in the tasks (1 = Not at all, 5 = Completely), the extent to which 

they understood the features in the task (1 = Not at all, 5 = Completely), and how easy or difficult 

they found the tasks (1 = Very easy, 5 = Very difficult).

We then asked participants whether they think it could ever be wrong to harm an artificial 

being that exists either now or in the future (1 = Definitely not, 7 = Definitely). This question was 

used in sensitivity analysis. Using the same scale, we also asked participants whether they think 

artificial beings could ever experience pain or pleasure and whether artificial beings could be as 
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intelligent as a typical human. These latter two questions were collected for exploratory purposes 

and were not used in any further analysis.

Participants then answered demographic questions on their age, gender, ethnicity, education,

income, and political views, and were debriefed and given the opportunity to provide feedback on 

the study.

Table 1. Features included in the conjoint experiment

Feature name Feature description Levels

Autonomy The extent to which the being behaves 
autonomously, without the need for 
human control

Not at all; Somewhat; To a great 
extent

Body The being’s physical appearance No physical body; Robot-like 
physical body; Human-like 
physical body

Complexity The extent to which the being's program 
for deciding how to behave is complex

Not at all; Somewhat; To a great 
extent

Cooperation The extent to which the being behaves 
cooperatively with humans

Not at all; Somewhat; To a great 
extent

Damage 
avoidance

The extent to which the being tries to 
avoid being damaged

Not at all; Somewhat; To a great 
extent

Emotion 
expression

The extent to which the being expresses 
emotions

Not at all; Somewhat; To a great 
extent

Emotion 
recognition

The extent to which the being 
recognizes emotions in others

Not at all; Somewhat; To a great 
extent

Intelligence The extent to which the being uses 
intelligence, such as memory, learning 
and planning, to achieve goals

Somewhat; To a great extenta

Language The extent to which the being can 
communicate in human language

Not at all; Somewhat; To a great 
extent

Moral judgment The extent to which the being behaves 
on the basis of moral judgments about 
what is right and wrong

Not at all; Somewhat; To a great 
extent

Purpose The being's purpose in society Social companionship; 
Entertainment; Subject of 
scientific experiments; Work for 
a business
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aThe “intelligence” feature only includes two levels because a minimum level of intelligence is 
required for many of the other features.

Figure 1. Example choice task. Each participant completed 13 such choice tasks. The seven 
features presented to participants were selected randomly and presented in a random order that was 
held fixed across tasks; the levels for each of the features were randomized in each task.
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3 Results

3.1 Cognitive Checks

Participants reported that they understood the instructions for the tasks (M = 4.52, SD = 

0.66) and that they understood the descriptions of the features in the tasks (M = 4.17, SD = 0.80). 

Participants on average did not find the tasks to be particularly difficult (M = 2.59, SD = 1.01).

3.2 Conjoint Experiment

3.2.1 Average Marginal Component Effects

Hainmueller et al. (2014) introduced the average marginal component effect (AMCE)—the 

causal effect of each feature in a conjoint experiment averaged over the joint distribution of the 

other features—and showed that it can be estimated using linear regression under a few testable 

assumptions. Following this approach, for each of the 11 features we estimated a linear regression 

model, with participants’ choices as the dependent variable (1 = profile chosen, 0 = profile not 

chosen), and the levels of the feature as categorical independent variables. For the Likert variables 

(i.e., those with the levels “Not at all”, “Somewhat”, and “To a great extent”), we used the lowest 

category as the reference level. For the body feature, we used “No physical body” as the reference 

category, and for the purpose feature the reference category was “Social companionship.” Given 

that the unit of analysis in the models is the profiles, and each participant evaluated two profiles in 

13 choice tasks, in total 30,238 profiles were evaluated. Since seven of the 11 features were shown 

per task, we had in total 19,242 units of analysis in expectation for each feature. However, since 

participants completed multiple choice tasks, these units of analyses are not independent, so usual 

procedures for estimating standard errors are biased. We therefore estimated standard errors 

clustered at the respondent level. None of the results were affected by a correction for multiple 

comparisons that held the false discovery rate at 10% (Benjamini & Hochberg, 1995). Full tables of 

results, including for marginal means (Leeper et al., 2020), can be found in the Supplementary 

Materials.
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Each of our 11 hypotheses were supported. In response to the question of which artificial 

entity they think it would be morally worse to harm, participants were six percentage points more 

likely to choose an artificial entity that behaves “somewhat” autonomously (b = 0.06, SE = 0.01, p 

< 0.001) and 11 percentage points more likely to choose an artificial entity that behaves 

autonomously “to a great extent” (b = 0.11, SE = 0.01, p < 0.001) compared to an entity that does 

not behave autonomously at all (H1). Profiles that presented artificial entities with a robot-like 

physical body were seven percentage points more likely to be chosen (b = 0.07, SE = 0.01, p < 

0.001) and those that presented artificial entities with a human-like physical body were 16 

percentage points more likely to be chosen (b = 0.16, SE = 0.01, p < 0.001) than artificial entities 

with no physical bodies (H2). Participants were six percentage points more likely to choose 

artificial entities that run “somewhat” complex programs (b = 0.06, SE = 0.01, p < 0.001) and nine 

percentage points more likely to choose artificial entities that run programs that are complex “to a 

great extent” (b = 0.09, SE = 0.01, p < 0.001) than artificial entities that do not run complex 

programs (H3).

Profiles that described artificial entities that are “somewhat” cooperative were ten 

percentage points more likely to be chosen (b = 0.10, SE = 0.01, p < 0.001), and profiles that 

described artificial entities that are cooperative “to a great extent” were 18 percentage points more 

likely to be chosen (b = 0.18, SE = 0.01, p < 0.001), compared to entities that are not at all 

cooperative (H4). Artificial entities that “somewhat” try to avoid being damaged were seven 

percentage points more likely to be chosen (b = 0.07, SE = 0.01, p < 0.001) and profiles that 

described artificial entities that do so “to a great extent” were 12 percentage points more likely to be

chosen (b = 0.12, SE = 0.01, p < 0.001) than those that do not try to avoid being damaged at all 

(H5). Artificial entities that express emotions were granted greater moral consideration: profiles that

described entities that “somewhat” express emotions were ten percentage points more likely to be 

chosen (b = 0.10, SE = 0.01, p < 0.001) and profiles that described entities that do so “to a great 

extent” were 22 percentage points more likely to be chosen (b = 0.22, SE = 0.01, p < 0.001) than 
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profiles describing entities that do not have this capacity at all (H6). Participants were 11 percentage

points more likely to say it was morally wrong to harm an artificial entity that “somewhat” 

recognizes emotions (b = 0.11, SE = 0.01, p < 0.001), and 18 percentage points more likely say it 

was more morally wrong to harm an entity that has this capacity “to a great extent” (b = 0.18, SE = 

0.01, p < 0.001), compared to one that did not at all (H7). Intelligence was positively associated 

with moral consideration (H8): profiles describing artificial entities that are intelligent “to a great 

extent” were eight percentage points more likely to be chosen than profiles describing entities that 

behave “somewhat” intelligently (b = 0.08, SE = 0.01, p < 0.001). 

Profiles describing entities that “somewhat” communicate in human language were seven 

percentage points more likely to be chosen (b = 0.07, SE = 0.01, p < 0.001), and those describing 

entities that do so “to a great extent” were 11 percentage points more likely to be chosen (b = 0.11, 

SE = 0.01, p < 0.001), than those that do not at all (H9). Entities with the capacity to behave on the 

basis of moral judgments were also granted more moral consideration (H10): compared to profiles 

describing entities that have no capacity at all for behaving on the basis of moral judgments, 

profiles describing entities that do so “somewhat” were 11 percentage points more likely to be 

chosen (b = 0.11, SE = 0.01, p < 0.001), and profiles describing entities that do so “to a great 

extent” were 24 percentage points more likely to be chosen (b = 0.24, SE = 0.01, p < 0.001). 

Finally, supporting H11, compared to profiles describing entities whose purpose is social 

companionship, participants were ten percentage points less likely to choose profiles describing 

entities’ whose purpose is to work for a business (b = -0.10, SE = 0.01, p < 0.001), 12 percentage 

points less likely to choose artificial entities whose purpose is entertainment (b = -0.12, SE = 0.01, 

p < 0.001), and eight percentage points less likely to choose artificial entities whose purpose is a 

subject of scientific experimentation (b = -0.08, SE = 0.01, p < 0.001). The confidence intervals for

the three non-social purposes levels overlap, suggesting that there is a roughly equal negative effect 

for all of them.
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Figure 2. Average marginal component effects. The dots with horizontal bars represent the means 
and 95% confidence intervals of the effects of feature level on the probability of choosing an 
artificial being as being more wrong to harm relative to the baseline level, which is shown as a dot 
on the vertical line crossing the x-axis at 0%. Where the bars do not cross the vertical line at 0%, the
effects can be interpreted as statistically significant. Confidence intervals calculated based on 
standard errors clustered at the respondent level.
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3.2.2 Relative effects

We conducted pairwise comparisons to test for differences in the size of the AMCEs 

between the features (Clogg et al., 1995; Paternoster et al., 1998). We did not include the 

intelligence feature in this analysis because, while it was on a Likert scale, we only included two 

levels, as described in the methodology section, which makes effect size comparisons with the other

features less straightforward. We report the key results here; full results can be found in the 

Supplementary Materials.

The top two features, moral judgment and emotion expression, were not significantly 

different from each other (bdiff = 0.02, Z = 0.94, p = 0.346). The next strongest feature, emotion 

recognition, was significantly less important than both emotion expression (bdiff = 0.04, Z = 2.28, p 

= 0.023) and moral judgment (bdiff = 0.05, Z = 3.19, p = 0.001), but was not significantly different 

from having a human-like physical body (bdiff = 0.02, Z = 1.44, p = 0.149) or cooperation (bdiff = 

0.01, Z = 0.498, p = 0.619). Emotion recognition, embodiment, and cooperation were all 

significantly more important than all of the remaining other features. There were no significant 

differences between damage avoidance and autonomy (bdiff = 0.02, Z = 1.00, p = 0.318), language 

(bdiff = 0.01, Z = 0.57, p = 0.571), or purpose (bdiff = 0.01, Z = 0.39, p = 0.697), though damage 

avoidance was significantly more important than complexity (bdiff = 0.03, Z = 1.97, p = 0.049). The 

next most important feature, autonomy, was not significantly more important than complexity (bdiff 

= 0.02, Z = 0.97, p = 0.332). 

Overall, this suggests that there are broadly three categories of features in terms of effect 

size. In the first category are moral judgment and emotion expression. This is followed by emotion 

recognition, embodiment, and cooperation. Finally, in the third category are damage avoidance, 

autonomy, language, purpose, and complexity.
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3.2.3 Nonlinearities

We also tested whether there were any nonlinearities in the effects, for example, due to 

perceived threat or the uncanny valley (K. Gray & Wegner, 2012; Złotowski, Yogeeswaran, et al., 

2017). For example, it may have been that entities that have very human-like appearances or those 

that have very strong emotional capacities would make people feel threatened, which would in turn 

reduce the extent to which those entities are granted moral consideration. If the effects are linear, we

would expect the difference between the lowest category and second category to be equal to the 

difference between the second and third categories. We conducted F-tests to statistically test this for

each of the ordered features with more than two levels (i.e., all features except intelligence and 

purpose).  Overall, we found no evidence of nonlinearities for any of the features other than 

emotion recognition, F(1, 19341) = 4.55, p = .033. Visual inspection of Figure 2, however, suggest 

that the effect of emotion recognition only slightly deviated from linearity, and not substantially 

more so than several of the other features. In addition, the difference was no longer significant after 

a multiple comparisons correction. Full results are reported in the Supplementary Materials.

3.2.4 Interaction effects

Leeper et al. (2020) provide a framework for estimating first-order interaction effects. 

Following their approach, we estimated regression models of participants’ choices on each feature, 

an indicator for the interaction subgroup of interest, and interaction terms between the features and 

the subgroups. We conducted omnibus F-tests of the interactions between the features and the 

subgroups, and where the F-tests indicated that there were significant interactions, we looked at the 

specific interaction terms in the regressions. We estimated interaction effects for each of gender, 

age, ethnicity, income, politics, and education. We also estimated first-order interactions for each of 

the features, for example, whether the effects of each feature varied for high autonomy versus low 

autonomy entities. We report the key findings below, with full numerical and visual results in the 

Supplementary Materials.



MORAL CONSIDERATION OF ARTIFICIAL ENTITIES 25

We did not find strong evidence of systematic interactions for any of the demographic 

variables except gender and politics. For gender we found interaction effects for emotion expression

(F(2, 19934) = 7.81, p = <.001), emotion recognition (F(2, 19078) = 4.25, p = .014), language (F(2,

18818) = 3.82, p = .022), moral judgment (F(2, 18842) = 5.65, p = .004), and purpose (F(3, 18866) 

= 3.83, p = .009). Further analysis of the regression coefficients revealed that relative to men, 

women were more likely to choose artificial entities that were higher in emotion expression, 

emotion recognition, language, and moral judgment, and were less likely to choose artificial entities

whose purpose was entertainment. For politics we found interaction effects for an entity’s body 

(F(4, 18423) = 2.82, p = .023), complexity (F(4, 18581) = 2.93, p = 0.020), and damage avoidance 

(F(4, 18683) = 2.38, p = 0.050). Inspection of the regression coefficients suggested that relative to 

conservatives, moderates and liberals prioritized an entity’s body less and an entity’s tendency for 

avoiding being damaged more. The regression terms for the complexity interactions were 

nonsignificant. Note that some of these findings became marginally nonsignificant after correcting 

for multiple comparisons.

Omnibus F-tests revealed no systematic evidence of first-order interactions between any of 

the features. This suggests that the effect of any particular feature on moral consideration does not 

depend on the value of the other features.

3.2.5 Sensitivity Analysis

We tested the key assumptions that enable the data to be pooled across tasks and across 

profiles (Hainmueller et al., 2014). These are (1) stability and no carryover effects, which requires 

that the estimated AMCEs are constant across choice tasks, and later responses in choice tasks are 

not influenced by earlier responses; and (2) no profile order effects, which requires that participants’

responses would be the same whether the profile is presented on the left or the right side. Figures 

and full numerical results are presented in the Supplementary Materials.



MORAL CONSIDERATION OF ARTIFICIAL ENTITIES 26

We tested the first assumption by regressing participants’ choices on each of the features, 

indicators for task number, and interaction terms between the features and task numbers. Omnibus 

F-tests indicated that we cannot reject that the interaction terms are equal to zero, suggesting that 

the estimates are stable across tasks.

We tested the assumption of no profile order effects by regressing participants’ choices on 

the features, an indicator for the profile position, and interaction terms between the features and 

profile position. F-tests revealed that we can reject profile order effects for all of the features except

complexity (F(2, 19104) = 4.72, p = .009). For complexity, we found a marginally significant main 

effect of profile 2 (b = 0.03, SE = 0.01, p = 0.056) and a significant interaction with the “To a great 

extent” level (b = -0.05, SE = 0.02, p = 0.002). This suggests an overall downward effect of being 

on the right-hand side on the probability of choosing the profiles describing entities with this 

capacity of roughly 2%. We should therefore factor this into our estimate of 9% from the main 

analysis.

Since our conjoint design was forced choice, it required participants who may not think it 

can be morally wrong to harm an artificial being at all to make a choice about which of two 

artificial entities it would be more morally wrong to harm. These participants may have responded 

in a systematically different way given that they do not accept an underlying premise of the 

question. We therefore conducted a further sensitivity check, comparing the AMCEs of participants 

who do not think it can be morally wrong to harm an artificial entity at all with those who do. We 

similarly ran regressions of participant choice on the features, an indicator variable for whether they

think it can be morally wrong to harm artificial beings, and the interaction of the two. We found 

evidence of a difference in the AMCEs for only the intelligence feature, F(1, 18690) = 4.24, p 

= .040. Inspection of the regression coefficients showed that there was a marginally significant main

effect of thinking it can be morally wrong (b = -0.03, SE = 0.2, p = 0.052), and a significant 

interaction between this variable and the intelligence feature (b = 0.07, SE = 0.03, p = 0.040). Note 

that this effect became marginally nonsignificant with a multiple comparison correction. 
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We conclude that our estimates are largely robust to the key assumptions of conjoint 

experiments, and that participants who do not think it can be morally wrong to harm an artificial 

being do not differ systematically from participants who do. However, the complexity and 

intelligence features should be interpreted with the above caveats in mind.

4 Discussion

The present study conducted a conjoint experiment to estimate the effects of 11 features on 

the moral consideration of artificial entities. This design allowed us to estimate the relative effects 

of the features, as well as to better isolate the estimates of the effect of each feature than would be 

possible in a typical experiment, by providing information about a range of features simultaneously.

The study has particular implications for the mind perception (H. M. Gray et al., 2007; K. Gray et 

al., 2012) and humanness accounts (Epley et al., 2007; Haslam, 2006), which emphasize different 

features as most important for moral consideration.

As hypothesized, all 11 of the features in our study were predictive of participants’ 

judgments about the moral wrongness of harming an artificial entity. These results support several 

existing studies that have found positive effects of the features included in our study: an entity’s 

body (Küster et al., 2020; Riek et al., 2009), emotion expression (Lee et al., 2019; Nijssen et al., 

2019), autonomy (Chernyak & Gary, 2016; Lima et al., 2020), damage avoidance (Tanibe et al., 

2017; Ward et al., 2013), intelligence (Bartneck et al., 2007), and purpose (Wang & Krumhuber, 

2018). Importantly, because the present study better isolates the effects of these features than some 

earlier studies, it provides greater certainty that they are predictive of moral consideration in 

themselves rather than due to their effects via other features. The present study also adds to the 

literature by providing evidence of the importance of several features that have received less 

attention: complexity, cooperation, emotion recognition, human language capacities, and moral 

judgment.

We conducted pairwise comparisons to understand the relative effects of the features on 

moral consideration. This suggested that there were three categories of effect size. In the first 
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category, with the strongest effects, were an artificial entity’s capacity for moral judgment and 

emotion expression; in the second category were emotion recognition, cooperation, and an entity’s 

physical body; and in the third category, with the weakest effect, were autonomy, complexity, 

damage avoidance, language, and purpose. While intelligence also had a positive effect, we did not 

include it in this categorization since it was on a different scale to the other features, as described in 

the methodology section.

Table 2. Relative effects and implications for mind perception and humanness accounts
Feature Relative effect size 

(category)
Effect Size Supports Mind 
Perception, Humanness, Both, 
or Neither

Autonomy 3 Both
Body 2 Humanness
Complexity 3 Both
Cooperation 2 Humanness
Damage avoidance 3 Neither
Emotion expression 1 Both
Emotion recognition 2 Humanness
Language 3 Both
Moral judgment 1 Humanness
Purpose 3 Humanness

Note. Relative effect size categories based on pairwise comparisons from section 3.2.2 where 
category 1 = strongest effect, 2 = middle effect, and 3 = weakest effect.

Table 2 summarizes the relative effect sizes of the features and whether these effects support

mind perception, humanness, both accounts, or neither account. First, consider the two features in 

the highest category: emotion expression and moral judgment. The relatively strong effect of 

emotion expression supports the mind perception account, because emotion expression is indicative 

of an entity’s experience, and the experience dimension of mind perception should be relatively 

strongly associated with moral consideration (H. M. Gray et al., 2007; K. Gray et al., 2012). It also 

supports the humanness account, because emotion is an aspect of human nature, which should also 

be relatively strongly associated with moral consideration (Bastian et al., 2011; Haslam, 2012). 

However, the relatively strong effect of moral judgment is more consistent with the humanness 

account. The mind perception account categorizes moral judgment as an aspect of agency (H. M. 

Gray et al., 2007). It should, therefore, be relatively weakly (or even negatively) associated with 
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moral consideration. While there is some uncertainty about how best to categorize moral judgment 

on the humanness account, with Haslam (2006) categorizing it as a higher-order, uniquely human 

capacity, it is also indicative of proactive agency and therefore an aspect of human nature (Haslam 

et al., 2012). Given this latter conceptualization of this feature, the finding that it has a relatively 

strong effect on moral consideration supports the humanness account.

In the second category of features were an entity’s body (in particular, the extent to which its

body is human-like), cooperation, and emotion recognition. First, consider cooperation and emotion

recognition. H. M. Gray et al. (2007) categorized emotion recognition as an aspect of agency. They 

did not explicitly categorize cooperation, but to the extent that it pertains to the capacity to act 

rather than experience the world, it more plausibly falls under agency than experience. According to

the mind perception account, then, both features should be weakly or negatively associated with 

moral consideration. On the humanness account, both features are plausibly aspects of proactive 

agency, and therefore fall more naturally into the human nature dimension (Bastian et al., 2011; 

Haslam, 2012). They should, therefore, be relatively strongly associated with moral consideration. 

We therefore interpret their relatively strong effects—in the top half of the effect sizes, and 

significantly larger than the bottom half of the effect sizes—as support for the humanness account.

Next, consider an entity having a human-like body. This feature has been found to be 

associated with mind perception (Abubshait & Wiese, 2017; Ferrari et al., 2016; K. Gray & Wegner,

2012) and so would likely in turn be associated with increased moral consideration. However, in the

present study we included features indicative of mental states alongside an entity’s body, and so we 

can be more confident that the effect of this feature is important in itself, rather than because of 

indirect effects via mind perception or other features. This finding fits better with the humanness 

account, since having a physical body and human-like appearance are important aspects of being 

human (Epley et al., 2007), but they are not mental states. The fact that this feature is important 

even after accounting for the other features also has an important practical implication: future 

artificial entities may be granted reduced moral consideration on the basis of their appearance alone 
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rather than other arguably more relevant features, such as their mental states and behavior (e.g., 

Gibert & Martin, 2021; Mosakas, 2021).

In the third category of features, with the weakest relative effects, were damage avoidance, 

purpose, autonomy, complexity, and human language. First, consider an entity’s purpose. We found 

that artificial entities whose purpose is entertainment, working for a business, or being the subject 

of science experiments, were granted less moral consideration than artificial entities whose purpose 

is social companionship. We consider this finding supports the humanness account using similar 

reasoning as for the body feature: while purpose has previously been found to be associated with 

moral consideration for artificial entities via mind perception (Wang & Krumhuber, 2018), the 

conjoint design provides us with more confidence that it has an effect in itself. Since behaving 

socially is plausibly an aspect of being human but is not a mental state, this finding fits better with 

the humanness account than the mind perception account.

While we found a positive effect of damage avoidance on moral consideration, we expected 

it to have a relatively strong effect, because it implies that an entity can have negative sensory 

experiences, meaning that according to both accounts it should have a relatively strong effect (H. 

M. Gray et al., 2007; Morris et al., 2018). The relatively weak effect we found is not entirely 

consistent with either account. One explanation for this relatively weak effect is the language used 

in the study—as noted in Section 1.4, we focused on observable functions and behaviors rather than

positing actual internal mental states. This may have resulted in respondents not interpreting this 

feature as reflecting negative sensory experience. Further research is needed to confirm and 

understand the reasons for this relatively weak effect.

Finally, we can consider the last three features in the third category: autonomy, complexity, 

and human language. These features plausibly fall under the agency dimension of mind perception 

and the human uniqueness dimension of humanness, and therefore should have relatively weak 

effects on moral consideration. The finding that they are all in the lowest category, therefore, 

supports both accounts. Some studies have suggested that agency and human uniqueness may have 
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negative effects on moral consideration if, for example, they result in an entity being typecast as an 

agent rather than a patient (Bastian et al., 2011; K. Gray & Wegner, 2009). Others have found 

evidence of positive effects of these higher-order capacities on moral consideration (Sytsma & 

Machery, 2012). The present study supports the latter view—while the effects were relatively weak,

all of these features still positively affected moral consideration. Intelligence, which is also an 

aspect of agency and human uniqueness, also had a positive effect on moral consideration, further 

supporting that these capacities have positive effects. Sytsma and Machery (2012) found evidence 

that perceived agency plays a role in promoting moral consideration particularly in more abstract 

contexts where empathy is less engaged. This is arguably the case for the experimental design used 

in this paper and may explain the positive effects of these features.

Overall, the analysis of the relative effects favors a humanness account of moral 

consideration of artificial entities. Several of the findings support both accounts, indicating that 

mental states are also an important component of moral consideration. According to our analysis, 

mental states matter, but so do other characteristics, such as physical appearance and behavior, 

particularly prosocial behaviors such as cooperation. Within the humanness account, our analysis 

also suggests that the human nature and the human uniqueness dimensions both matter for moral 

consideration, but the human nature dimension is relatively more important. 

Where possible we included more than two levels for the features, allowing us to test 

whether there are nonlinear effects, which we considered may arise in the context of the present 

study due to perceived threat or the uncanny valley (K. Gray & Wegner, 2012; Złotowski, 

Yogeeswaran, et al., 2017). We found no systematic evidence of nonlinear effects—the effect sizes 

for the highest category of the features were generally double the effect sizes for the middle 

categories. One possible explanation for this lack of effect is that the relatively abstract design of 

conjoint experiments reduced the saliency of the features that would usually cause such effects.

We also explored interaction effects between the features. We found no evidence of 

systematic first-order interactions between any of the features. For example, we found little 
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evidence that any of the features are more or less important for entities without a physical body 

compared to those with physical bodies. Thus, the evidence presented in this paper suggests that 

while entities with a combination of a human-like body and other features are granted more moral 

consideration, this does not extend beyond the main effects of the individual features. There were 

interaction effects between demographics of participants and feature importance, such as that 

relative to men, women were more responsive to emotion expression, emotion recognition, 

language, moral judgment, and purpose, and that relative to conservatives, liberals and moderates 

were less responsive to an entity’s physical body and were more responsive to an entity’s capacity 

for damage avoidance. These findings suggest there may be demographic differences in the way 

moral consideration is extended to artificial entities, and should be explored further in future 

studies.

4.1 Limitations and Future Directions

Our study has several important limitations. First, by testing a large number of features 

simultaneously, conjoint experiments can be cognitively challenging for participants (Bansak et al., 

2021b). The present study had an additional layer of complexity by not only testing a relatively 

large number of features, but doing so in relation to entities that do not currently exist today. 

However, the results of cognitive checks indicated that participants had good comprehension of the 

tasks and did not find them too difficult, and our sensitivity analysis found that responses were 

stable throughout the tasks.

Second, conjoint experiments derive people’s hypothetical preferences, rather than their 

actual real-world choices and behaviors. For example, the estimated effects of autonomy tell us how

people value autonomy in principle, rather than how they would actually behave in the presence of 

an autonomous entity. While this is important to be aware of, it is not necessarily a drawback—

many of society’s decisions, such as the creation or modification of laws and regulations that affect 

artificial entities, may be made on the basis of such principled considerations.
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Third, while we considered a large number of features, we do not consider them to be an 

exhaustive account of all the features affecting the moral consideration of artificial entities. Each 

feature we measured had a relatively large effect size—the smallest effect being around 8%. There 

are plausibly other features—indeed, there are more in the literature, and our pretesting study found 

several others to have some degree of importance—that may play a role. Nevertheless, we expect 

that the features considered in this paper are likely to be the most important ones.

Finally, it is worth considering the interpretation of the levels for the features in the present 

study, many of which took on Likert levels ranging from “Not at all” to “To a great extent.” While 

this has the benefit of making it easier to compare effects across the features, it doesn’t give a 

precise indication of the capacities of the entities described and could therefore be interpreted in 

different ways. Consider the highest level for many of the features, which took on the value “To a 

great extent.” It is plausible that people interpreted this as being roughly the level of humans, 

particularly given that several of the features were designed with this reference point in mind (such 

as the language feature). However, future artificial entities may surpass humans in a variety of 

ways, and this has been found to be associated with greater perception of threat (Yogeeswaran et al.,

2016). Future research should look at the effects of providing more precise information about the 

capacities of artificial entities, including those with greater than human-level capacities.

In addition to the directions outlined in the preceding paragraphs, there are several other 

questions for future research. It will be particularly valuable to further test the features that this 

study found to be important but that had not been a major part of previous studies, particularly the 

proactive agency features such as emotion recognition and cooperation. Future research can also 

explore the mediating paths through which the features have their effects. While we conceptualized 

and interpreted the present findings in the context of the mind perception and humanness accounts, 

future studies can test for these and other possible paths more explicitly. It will also be important to 

explore whether there are factors that influence the importance of different variables. For example, 

would moral reflection reduce the extent to which people place importance on having a human-like 
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body or a social purpose?  Answering these questions would help develop a more complete account 

of the moral consideration of artificial entities.

4.2 Conclusion

Researchers across a range of disciplines are now studying the question of how society will 

and ought to extend moral consideration to intelligent artificial entities. The current study attempted

to bring together and build on a wide body of existing research to understand the relative 

importance of various features of moral consideration for artificial entities. We found that the most 

important features were an entity’s capacity for emotion expression and moral judgment, followed 

by emotion recognition, cooperation, and an entity’s physical body. The remaining features were 

less important but still had positive effects. Our study supports a humanness account of moral 

consideration, where the extent to which intelligent artificial entities are granted moral 

consideration depends on how human-like they are in their mental, physical, and behavioral 

capacities.
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